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Abstract 
 

Digital filters suitable for hearing aid application on low power perspective 

have been developed and implemented in FPGA in this dissertation.  

Hearing aids are primarily meant for improving hearing and speech compre-

hensions. Digital hearing aids score over their analog counterparts. This happens as 

digital hearing aids provide flexible gain besides facilitating feedback reduction and 

noise elimination. Recent advances in DSP and Microelectronics have led to the de-

velopment of superior digital hearing aids. Many researchers have investigated 

several algorithms suitable for hearing aid application that demands low noise, feed-

back cancellation, echo cancellation, etc.,  however the toughest challenge is the 

implementation. Furthermore, the additional constraints are power and area. The de-

vice must consume as minimum power as possible to support extended battery life 

and should be as small as possible for increased portability. In this thesis we have 

made an attempt to investigate possible digital filter algorithms those are hardware 

configurable on low power view point. 

Suitability of decimation filter for hearing aid application is investigated. In 

this dissertation decimation filter is implemented using ‘Distributed Arithmetic’ ap-

proach. While designing this filter, it is observed that, comb-half band FIR-FIR filter 

design uses less hardware compared to the comb-FIR-FIR filter design. The power 

consumption is also less in case of comb-half band FIR-FIR filter design compared to 

the comb-FIR-FIR filter. This filter is implemented in Virtex-II pro board from Xilinx 

and the resource estimator from the system generator is used to estimate the resources.  

However ‘Distributed Arithmetic’ is highly serial in nature and its latency is 

high; power consumption found is not very low in this type of filter implementation. 

So we have proceeded for ‘Adaptive Hearing Aid’ using Booth-Wallace tree multi-

plier. This algorithm is also implemented in FPGA and power calculation of the 

whole system is done using Xilinx Xpower analyser. It is observed that power con-

sumed by the hearing aid with Booth-Wallace tree multiplier is less than the hearing 

aid using Booth multiplier (about 25%). So we can conclude that the hearing aid using 

Booth-Wallace tree multiplier consumes less power comparatively. 

The above two approached are purely algorithmic approach. Next we proceed 

to combine circuit level VLSI design and with algorithmic approach for further possi-



 vi

ble reduction in power.  

A MAC based FDF-FIR filter (algorithm) that uses dual edge triggered latch 

(DET) (circuit) is used for hearing aid device. It is observed that DET based MAC 

FIR filter consumes less power than the traditional (single edge triggered, SET) one 

(about 41%). The proposed low power latch provides a power saving upto 65% in the 

FIR filter.  This technique consumes less power compared to previous approaches that 

uses low power technique only at algorithmic abstraction level. 

The DET based MAC FIR filter is tested for real-time validation and it is ob-

served that it works perfectly for various signals (speech, music, voice with music). 

The gain of the filter is tested and is found to be 27 dB (maximum) that matches with 

most of the hearing aid (manufacturer’s) specifications. Hence it can be concluded 

that FDF FIR digital filter in conjunction with   low power latch is a strong candidate 

for hearing aid application. 
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1.1    Hearing Aids 

A hearing aid is a small electronic device that one wears in or behind his/her ear. It 

makes sounds louder so that a person with hearing loss can listen, communicate, and 

participate better in daily activities. A hearing aid can help people hear more in both 

quiet and noisy situations. A hearing aid has three basic parts: a microphone, ampli-

fier, and speaker. The hearing aid receives sound through a microphone, which 

converts the sound waves to electrical signals and sends those to an amplifier. The 

amplifier increases the power of the signals and then sends to the ear through a 

speaker.  

Hearing aids are primarily useful in improving the hearing and speech com-

prehension of people who have hearing loss that results from damage to the small 

sensory cells in the inner ear, called hair cells. The damage can occur as a result of 

disease, aging, or injury from noise or certain medicines. 

A hearing aid magnifies sound vibrations entering the ear. Surviving hair cells 

detect the larger vibrations and convert them into neural signals that are passed along 

to the brain. The greater the damage to a person’s hair cells, the more severe is the 

hearing loss, and the greater the hearing aid amplification needed to be larger. How-

ever, there are practical limits to the amount of amplification a hearing aid can 

provide. In addition, if the inner ear is too damaged, even large vibrations will not be 

converted into neural signals. In this situation, a hearing aid would be ineffective [1].   

There are three basic styles of hearing aids. The styles differ by size, their 
placement on or inside the ear, these are  

 
• Behind-the-ear (BTE) hearing aids consist of a hard plastic case worn 

behind the ear and connected to a plastic earmold that fits inside the 

outer ear.  

• In-the-ear (ITE) hearing aids fit completely inside the outer ear and 

are used for mild to severe hearing loss.  

• Canal aids fit into the ear canal and are available in two styles. The in-

the-canal (ITC) hearing aid is made to fit the size and shape of a per-

son’s ear canal. A completely-in-canal (CIC) hearing aid is nearly 

hidden in the ear canal. Both types are used for mild to moderately se-

vere hearing loss.  
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Awareness on hearing aids and its design [2] has made an important topic of 

research. Acoustic noise, acoustic feedback problems in the hearing aids have become 

more noticeable. In daily life undesirable effect of noise, acoustic feedback in hearing 

aid is very annoying.  The use of modern technology, light weight, low power device 

has made an impact in the development of hearing aids. In this dissertation we have 

made an attempt to design a class of low power digital filter suitable for hearing aid 

application.  

1.2 Motivation  

  Approximately 10% of the population suffers from some hearing loss, however only a 

small percentage of these categories actually use a hearing aid device. There are several 

factors affecting market penetration like 

a. Stigma associated with wearing the device.  

b. Customer dissatisfaction with the devices not meeting their perform-

ances. 

c. Cost associated with devices.   

 Rapid advancements in DSP and Microelectronics have facilitated the growth 

and use of hearing aids and its related research. DSP techniques have certain advantages 

like 

a. Less sensitive to component parameters and environmental parameters. 

b. It allows changing the processor characteristics during processing such 

as implementation of adaptive filters. 

c. DSP can be applied to low frequency signals (Hearing Aid operates 

physically from 300 Hz to 4 kHz). 

With these advantages, DSP provides an efficient way for managing signal 

processing in our daily life. Recent development of commercial hearing aid devices and 

DSP technique has allowed the developer to accommodate advanced signal processing 

techniques in hearing aid devices. This results in accurate reproduction of the sound 

with minimum distortion. Almost all major hearing aid manufacturers have digital hear-

ing aid products in the markets, but only 20% of those devices are acquired by different 

users. This is due to large size and high power consumption. To mitigate the above 
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mentioned problems, it is required to find suitable low power algorithms that should 

additionally meet area constraints in VLSI design. 

Hence the most serious issue of hearing aid device is that it should consume 

low power. To investigate this issue, we have investigated three different types of fil-

ter in designing low power filters. All filter designs are investigated and a structure 

has been proposed for low power implementation. Since hardware realization is im-

portant, all the structures in this thesis have been implemented in FPGA for testing its 

operation and power estimation is being carried out in each case. To bring out further 

insight real-time signal are applied to one of the structure for further validation. 

Therefore, basically we need to investigate  

a. Algorithm  

b. Low power VLSI. 

1.3 Signal Processing 

Signal processing is the analysis, interpretation, and manipulation of signals. Signals 

are electrical representations of time-varying or spatial-varying physical quantities, ei-

ther analog or digital, and may come from various sources. Signals of interest include 

speech, sound, images, radar signals, and many others. Processing of such signals in-

cludes filtering, storage and reconstruction, separation of information from noise (for 

example, aircraft identification by radar), compression (for example, image compres-

sion), and feature extraction (for example, speech-to-text conversion). Following are 

the two subfields of signal processing [3]. 

a. Analog Signal Processing 

b. Digital Signal Processing 
 

Digital signal processing is an area of science and engineering that has devel-

oped rapidly due to the significant advances in digital computer technology and 

integrated circuit fabrication. The rapid developments in integrated-circuit technology, 

starting from MSI to VLSI of electronic circuit has spurred the development of pow-

erful, smaller, faster, and cheaper digital computers and special-purpose digital 

hardware. These inexpensive and relatively fast digital circuits have made it possible 

to construct highly sophisticated digital systems capable of performing complex digi-

tal signal processing functions and tasks, which are usually too difficult and/or too 
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expensive to be performed by analog circuitry or analog signal processing systems. 

Hence many of the signal processing tasks that were conventionally performed by 

analog means are realized today by less expensive and often more reliable digital 

hardware. 

Not only do digital circuits yield cheaper and more reliable systems for signal 

processing they have other advantages as well. In particular, digital processing hard-

ware allows programmable operations. Through software, one can more easily modify 

the signal processing functions to be performed by the hardware without modifying 

the hardware. Thus digital hardware and associated software provide a greater degree 

of flexibility in system design. Also, there is often a higher order of precision achiev-

able with digital hardware and software compared with analog circuits and analog 

signal processing systems. 

For all these reasons, there has been an explosive growth in digital signal 

processing theory and applications over the past three decades. DSP is a key enabling 

technology for many applications in fields such as telecommunications, consumer 

electronics, hearing aid devices, disk drives, and navigation. DSP functions can be 

implemented using a range of implementation approaches: Application Specific Inte-

grated Circuit (ASIC), Fixed Point ASIC (FASIC), general-purpose processors, and 

programmable digital signal processors are all commonly used. 

In this connection, a digital hearing aid uses variety of advanced DSP algo-

rithms such as noise reduction or echo cancellation. For this customized DSP 

processors or generic DSP cores can be used. Products available in the market today 

are all based on customized DSP cores as power dissipation is an important issue in it. 

Although, analog signal processors are available, it is not generally used, as we dis-

cuss here.  

1.3.1 Advantages of Digital over Analog Signal Processing 

Digital signal processing techniques have numerous advantages. Digital circuits are 

not dependent on precise values of digital signals for their operation. Digital circuits 

are less sensitive to changes in component values. They are also less sensitive to 

variations in temperature, ageing and other external parameters. Digital processing of 

a signal facilitates the sharing of a single processor among a number of signals by 

time-sharing. This reduces the processing cost. In addition multirate processing is 

possible only in digital domain.  Storage of digital data is very easy. Digital process-
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ing is much more suited for processing very low frequency signals [3-4].  

1.3.2 Basic Elements of a Digital Signal Processing Systems 

Most of the signals encountered in science and engineering are analog in nature. That 

is, the signals are functions of a continuous variable, such as time or space, and usu-

ally take on values in a continuous range. Such signals may be processed directly by 

appropriate analog systems (such as filters or frequency analyzers or frequency multi-

pliers) for the purpose of changing their characteristics or extracting some desired 

information. In such a case we say that the signal has been processed directly in its 

analog form, as shown in figure 1.1. 

 
Figure 1. 1: Analog signal processing 

 
 

Both the input signal and the output signal are in analog form. Digital signal 

processing provides an alternative method for processing the analog signal as shown 

in figure 1.2. To perform the processing digitally, there is a need for an interface be-

tween the analog signal from outside world and the digital processor. This interface is 

called an analog to digital converter. The output of the A/D converter is a digital sig-

nal that is appropriate as an input to the digital processor [3-4]. 

 
Figure 1. 2: Block diagram of a digital signal processing system. 

 
The digital signal processor may be a large programmable digital computer or 

a small microprocessor programmed to perform the desired operations on the input 

signal. It may also be a hardwired digital processor configured to perform a specified 

set of operations on the input signal. Programmable machines provide the flexibility 

to change the signal processing operations through a change in the software, whereas 

hardwired machines are difficult to reconfigure.  
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Since in this dissertation various DSP algorithms would be handled, it is im-

portant to have a clear understanding of the DSP processor. 

1.4 DSP Processor 
A DSP processor is designed to support fast execution of the repetitive, numerically 

intensive computations characteristic of digital signal processing algorithms. The 

most often cited of these features is the ability to perform a multiply-accumulate op-

eration (often called a "MAC") in a single instruction cycle. A single-cycle MAC 

operation is extremely useful in algorithms that involve computing a vector dot-

product, such as digital filters. Such algorithms are very common in DSP applications. 

To achieve a single-cycle MAC, all DSP processors include a multiplier and accumu-

lator as central elements of their data-paths [3-4].  

A second feature shared by DSP processors is the ability to complete several 

accesses to memory in a single instruction cycle. This allows the processor to fetch an 

instruction while simultaneously fetching operands for the instruction, and/or storing 

the result of the previous instruction to memory. Typically, multiple memory accesses 

in a single cycle are possible only under restricted circumstances.  

To allow numeric processing to proceed quickly, DSP processors incorporate 

one or more dedicated address generation units.  The address generation units operate 

in parallel with the execution of arithmetic instructions, forming the addresses re-

quired for data memory accesses. The address generation units typically support 

addressing modes tailored to DSP applications.  

Because many DSP algorithms involve performing repetitive computations, 

most DSPs provide hardware support for efficient looping. Often, a special loop or 

repeat instruction is provided which allows the programmer to implement for next 

loop without expanding any instruction cycles for updating and testing the loop 

counter and branching to the top of the loop. Finally, to allow low-cost, high-

performance input and output, many DSPs incorporate one more serial or parallel I/O 

interfaces, and specialized I/O handling mechanisms such as low- overhead interrupts 

or DMA.  

1.4.1 Fixed Versus Floating Point number 

DSP chip word size determines resolution and dynamic range. In the fixed point proc-

essors, a linear relationship exists between word size and dynamic range. The fixed 
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point DSPs have either 16 or 24 bit data bus. There are four common ways to repre-

sent 216 = 65,536 possible bit patterns for a number. In unsigned integer, the stored 

number can take on any integer value from 0 to 65,535. Similarly, signed integer uses 

two's complement to make the range include negative numbers, from -32,768 to 

32,767. With unsigned fraction notation, the 65,536 levels are spread uniformly be-

tween 0 and 1. Lastly, the signed fraction format allows negative numbers, equally 

spaced between -1 and 1. 

The floating point chip performs integer or real arithmetic. Normally, floating 

point DSP formats are 32 data bits wide and in which 24 bits form the mantissa and 8 

bits make up the exponent. This results in many more bit patterns than for fixed point, 

232 = 4,294,967,296 to be exact. A key feature of floating point notation is that the 

represented numbers are not uniformly spaced. All floating point DSPs can also han-

dle fixed point numbers, a necessity to implement counters, loops, and signals coming 

from the ADC and going to the DAC. However, this doesn't mean that fixed point 

math will be carried out as quickly as the floating point operations; it depends on the 

internal architecture. 

  Fixed point arithmetic is much faster than floating point in general purpose 

computers. However, with DSPs the speed is about the same, a result of the hardware 

being highly optimized for math operations. The internal architecture of a floating 

point DSP is more complicated than for a fixed point device. All the registers and data 

buses must be 32 bits wide instead of only 16; the multiplier and ALU must be able to 

quickly perform floating point arithmetic, the instruction set must be larger (so that 

they can handle both floating and fixed point numbers), and so on. Floating point (32 

bit) has better precision and a higher dynamic range than fixed point (16 bit). In addi-

tion, floating point programs often have a shorter development cycle, since the 

programmer doesn't generally need to worry about issues such as overflow, underflow, 

and round-off error. On the other hand, fixed point DSPs have traditionally been 

cheaper than floating point devices. 

1.4.2 Architecture of Digital Signal Processor 
Although fundamentally related, DSP processors are significantly different from gen-

eral purpose processors (GPPs). To understand why, we need to know what is 

involved in signal processing. Some of the most common functions performed in the 

digital domain are signal filtering, convolution and fast Fourier transform. In mathe-
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matical terms, these functions perform a series of dot products. This brings us to the 

most popular operation in DSP: the multiply and accumulate (MAC).  

The first major architectural modification that distinguished DSP processors 

from the early GPPs was the addition of specialized hardware that enabled single-

cycle multiplication. DSP architects also added accumulator registers to hold the 

summation of several multiplication products. Accumulator registers are typically 

wider than other registers, often providing extra bits, called guard bits, to avoid over-

flow. Typical DSP algorithms require more memory bandwidth than the Von 

Neumann architecture used in GPPs. Thus, most DSP processors use some forms of 

Harvard architecture which has two separate memory spaces, typically partitioned as 

program and data memories. 

  Although, this may seem that DSP applications must pay careful attention to 

numeric accuracy - which is much easier to do with a floating-point data path, fixed-

point machines tend to be cheaper (and faster) than comparable floating-point ma-

chines. To maintain accuracy without the complexity of a floating-point data path, 

DSP processors usually include a good support for saturation arithmetic, rounding, 

and shifting. 

Another distinction of DSP processors is specialized addressing modes that are 

useful for common signal-processing operations and algorithms. The generic architec-

ture of a DSP processor is shown in figure 1.3. The architecture has two separate 

memory spaces (program and data) which can be accessed simultaneously. This is 

similar to the Harvard architecture employed in most of the programmable DSPs. The 

arithmetic unit performs fixed point computation on numbers represented in “2’s” 

complement form. It consists of a dedicated hardware multiplier and an ad-

der/subtractor connected to the accumulator so as to be able to efficiently execute the 

multiply-accumulate (MAC) operation. 

In our dissertation we will use different digital filters for hearing aid applica-

tion; we discuss that in the next section. 
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Figure 1. 3: Generic DSP processor architecture 
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1.5 Digital Filters  

1.5.1 Analog and Digital filters 
In signal processing, the function of a filter is to remove unwanted parts of the signal, 

such as random noise, or to extract useful parts of the signal, such as the components 

lying within a certain frequency range. The following block diagram in figure 1.4 il-

lustrates the basic idea. 

 

Figure 1. 4: Basic idea of a filter 
 

There are two main kinds of filter, analog and digital. They are quite different 

in their physical makeup and in how they work. An analog filter uses analog elec-

tronic circuits made up from components such as resistors, capacitors and op-amps to 

produce the required filtering effect. Such filter circuits are widely used in such appli-

cations as noise reduction, video signal enhancement, graphic equalizers in hi-fi 

systems, and many other areas. There are well-established standard techniques for de-

signing an analog filter circuit for a given requirement. At all stages, the signal being 

filtered is an electrical voltage or current which is the direct analogue of the physical 

quantity (e.g. a sound or video signal or transducer output) involved. 

A digital filter uses a digital processor to perform numerical calculations on 

sampled values of the signal. The processor may be a general-purpose computer such 

as a PC, or a specialized DSP (Digital Signal Processor) chip. The analog input signal 

must first be sampled and digitized using an ADC (analog to digital converter). The 

resulting binary numbers, representing successive sampled values of the input signal, 

are transferred to the processor, which carries out numerical calculations on them. 

These calculations typically involve multiplying the input values by constants and 

adding the products together. If necessary, the results of these calculations, which 

now represent sampled values of the filtered signal, are output through a DAC (digital 

to analog converter) to convert the signal back to analog form. In a digital filter, the 

signal is represented by a sequence of numbers, rather than a voltage or current. The 

figure 1.5 shows the basic setup of such a system. 
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Figure 1. 5: Basic set-up of a digital filter 

 

1.5.2 Advantages of digital filters 
The following list gives some of the main advantages of digital filters over analog 

counterpart [3]. 

 A digital filter is programmable, i.e. its operation is determined by a pro-

gram stored in the processor's memory. This means the digital filter can 

easily be changed without affecting the circuitry (hardware). An analog 

filter can only be changed by redesigning the filter circuit. 

 Digital filters are easily designed, tested and implemented on a general-

purpose computer or workstation. 

 The characteristics of analog filter circuits (particularly those containing 

active components) are subject to drift and are dependent on temperature. 

Digital filters do not suffer from these problems, and so are extremely 

stable with respect both to time and temperature. 

 Unlike their analog counterparts, digital filters can handle low frequency 

signals accurately. As the speed of DSP technology continues to increase, 

digital filters are being applied to high frequency signals in the RF (radio 

frequency) domain, which in the past was the exclusive preserve of ana-

log technology. 

 Digital filters are very much more versatile in their ability to process 

signals in a variety of ways; this includes the ability of some types of 

digital filter to adapt to changes in the characteristics of the signal. 

 Fast DSP processors can handle complex combinations of filters in par-

allel or cascade (series), making the hardware requirements relatively 

simple and compact in comparison with the equivalent analog circuitry. 
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1.6 Algorithms for Hearing Aid Design 
 
Most of the hearing devices use modern signal processing techniques in order to re-

duce noise or feedback signal that results from the secondary path i.e the sound signal 

that propagates from the speaker to the microphone. This causes undesired howling 

effects. From this point of view we have carried out a series of literature review on 

signal processing used in hearing aid devices.  

1.6.1 Feedback cancellation in hearing aids 

Feedback cancellation can be performed in various ways like 

a. constrained and unconstrained adaption 

b. open loop and closed loop identification 

c. bias and unbiased feedback cancellation 

 

In constrained adaption, when applying constraint on the magnitude of the 

adaptive weight vectors, it greatly reduces the probability that adaptive filter will can-

cel the narrowband input signals [5]. This paper indicates that constrained adaption 

has better efficiency than the unconstrained adaption. 

Feedback cancellation that employs two types of open loop identifications is 

being reported in the literature [6]. The first algorithm uses second order signal statis-

tics to adapt the weights while the second algorithm uses higher order statistics to 

adapt the weights. According to the theory; higher order statistics should be able to 

perform better to eliminate white noise and pink noise, but it has been shown that the 

higher order statics fails when the SNR of input signal falls below 0 dB [6]. Finally it 

has been concluded that in this case second order statistics performs better than higher 

order statistics in speech enhancement of hearing aid devices. 

Acoustic feedback in hearing aid devices reduces the maximum usable gain. In 

continuous adaption of feedback cancellation, a bias is found in the adaptive filter’s 

estimate in feedback estimation. It has been reported that using a delay in the forward 

or cancellation path of the hearing aid device, bias can be reduced by 15 dB [7]. 

 Use of fixed length FIR filters in feedback path with linear gain in hearing aids 

has been reported and can avoid instability and howling effect in everyday use [8]. 

Undesired effect of the acoustic feedback in hearing aids can be reduced with an in-

ternal feedback path which gives a limiting estimate of the external feedback path.    



Introduction 

 14

In paper [9] LMS or RLS algorithm is used and it has been shown that limiting esti-

mate will be biased if there exists an error in the model. To mitigate this problem, a 

second signal is added to the output of the hearing aid to avoid the non linearity of the 

hearing aid. Frequency domain adaptive filtering is used for this analysis. 

 Psychoacoustic Approach has been applied to hearing aid problems and in this 

method use of a post-filter used in the forward path has been reported [10].  This pa-

per also reports that psycho-acoustically motivated weighting rule method of adaption 

is good for getting natural near end speech and results in less annoying residual noise. 

Some authors use non-uniform digital FIR filter bank [11]  for hearing aid ap-

plication. This filter is designed by taking eight non-uniform spaced subbands that 

uses frequency response masking technique to give a stopband attenuation of 80 dB. It 

is reported that, non-uniform digital filter banks achieve good matching between 

audiograms and magnitude response of the filter banks with a low computational cost. 

 Multi delay line filter applications are reported [12] in which smaller trans-

forms are used and ensures better control over stability obtained. Feedback 

cancellation in hearing aids based on Filtered-X LMS has also been reported [13]. The 

identification is thus done in closed loop. In this case optimal estimate is biased when 

the identification is performed in closed loop and the input signal to the hearing aid is 

not white. The bias could be avoided if the spectrum of the input signal was known 

and the data used to update the internal feedback is pre-filtered. The effects of differ-

ent choices of the design variables of the Filtered-X LMS are taken into account and 

the optimal estimate of the Filtered-X LMS with an individually adjusted fixed filter 

showed the best agreement with the desired estimate. 

Previous discussion of feedback cancellation uses single channel for feedback 

cancellation. When a stereophonic echo cancellation is used, there exists non-unique 

solution [14].  The non-uniqueness problem exists due to coherence between the two 

incoming audio channels. One proven solution to this problem is to distort the signals 

with a nonlinear device.  This presents a novel theory that gives an insight to the ex-

isting links between: i) Coherence and level of distortion, and ii) coherence and 

achievable misalignment of the stereophonic echo canceller. Furthermore, when an 

adaptive nonlinear device is used for adaption, a pre-specified maximum misalign-

ment is maintained while improving the perceived quality by minimizing the 

introduced distortion [14].  
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Howling is very annoying problem to the hearing-aid users that limits the 

maximum usable gain of hearing-aid devices. The paper [15] , presents an effective 

feedback cancellation system where a time-varying all-pass filter together with a de-

lay in the forward path is used for de-correlating  the input and output signals of the 

hearing aid plant. The adaptive filter in the hearing aid performs continuous adapta-

tion based on the input signal. The output signal of the hearing aid is processed by a 

2nd-order APF whose frequency is varied using a low-frequency modulator. It has 

been reported that the time varying all pass filter can significantly reduce the weight-

vector misalignment with a small delay in the forward path. 

Most of the above discussion uses narrowband signals for feedback cancella-

tion, wideband adaptive feedback cancellation techniques do not provide satisfactory 

performance for reducing feedback oscillation in hearing aids. A band-limited adap-

tive feedback cancellation algorithm using normalized filtered-X LMS technique 

provides good cancellation efficiency, convergence behaviour and better output sound 

quality [16] for speech signals than other wideband method of feedback cancellation. 

A generalized noise reduction scheme has been proposed, called the Spatially 

Pre processed, Speech Distortion Weighted, Multichannel Wiener Filter (SP-SDW-

MWF) [17]. It uses Generalized Sidelobe Canceller (GSC) and a multichannel Wiener 

filtering technique as extreme cases. Compared with the widely studied GSC with 

Quadratic Inequality Constraint (QIC-GSC), the SP-SDW-MWF achieves a better 

noise reduction performance for a given maximum speech distortion level. In this pa-

per, a low-cost, stochastic gradient implementation of the SP-SDW-MWF is 

implemented using frequency domain approach for better speed up convergence and 

reduces computational complexity. Experimental results with a behind-the-ear hearing 

aid show that the proposed frequency-domain stochastic gradient algorithm preserves 

the benefit of the exact SP-SDW-MWF over the QIC-GSC. 

For hearing aid users the direct method of adaptive feedback cancellation is 

widely used to mitigate feedback; however it is less effective for high forward path 

gains due to the inherent bias in the feedback path estimate. This bias can be reduced 

at the expense of artificial delays which can potentially introduce pre-echo and “comb 

filter” effects. The direct method also tends to cancel tonal audio signals such as 

alarms and music. This study [18] uses closed-loop system identification for unbiased 

feedback cancellation which does not possess the negative characteristics manifested 

by the direct method, but uses an identification signal. It uses two-stage method which 
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employs two adaptive filters, one to identify the entire closed-loop, and another to ex-

tract the feedback path response was the preferred unbiased method due to its low 

computation and good feedback identification particularly during “howling.”  This 

paper presents that unbiased feedback cancellation method is better than the widely 

used direct method. 

Stereophonic acoustic echo cancellation has gained much interest in recent 

years due to the non-uniqueness and misalignment problems that are caused by the 

strong inter-channel signal coherence. A novel adaptive filtering approach is used to 

reduce inter-channel coherence which is based on a selective-tap updating procedure 

[19]. This tap-selection technique is then applied to the normalized least-mean-square, 

affine projection and recursive least squares algorithms for stereophonic acoustic echo 

cancellation. This technique reports convergence rate is significantly upon the exist-

ing techniques.  

An adjustable filter-bank based algorithm has been tested and developed for 

hearing aid systems [20]. The implementation of this filter-bank algorithm on co-

chlear-prosthesis’ DSP-board enables to generate and control electrical stimulating 

pulses. In conventional hearing aids driven by DSP, filter bank-based algorithm per-

mits an ease adjustment of speech amplification, which is fully programmable within 

the considered sounds’ spectrum. In each device, a programmable spectrum cut-up 

permits to adjust filters’ bands relatively to patient’s pathology. Programming via host 

computer enables flexibility in speech amplification for conventional hearing aids, 

and in cochlea’s stimulation for cochlear prostheses. It combines handiness, ease of 

use and safety features to help meet individual’s diverse needs. A computer illustra-

tion, based on spectrum cutting-up, was designed to identify filters’ outputs. Hence, 

with this visual measure, clinicians could set up experiments for adjusting correctly 

hearing aid’s operation-parameters. 

We have already brought out the importance of digital filters, DSP and their 

importance in Digital hearing aid applications. Furthermore, it is also important that 

the hearing aid must consume low power and be designed with lowest possible area. 

The details of low power VLSI design and the approaches adopted in this dissertation 

will be discussed in the next chapter. Our purpose is to design low power digital filter 

for hearing aid, we have only chosen suitable algorithms, demonstrated their perform-

ance through FPGA implementation. 
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1.7 Objective of the thesis  
 
From the study of FPGA/ CMOS based techniques of hearing aid; various types of 

methodologies [11-17] have been applied to hearing aid devices. Some of the circuit 

level implementation shows the use of direction microphone has been proposed where 

as others uses switched MOSFET technology to achieve low power. In architectural 

level of design; use of filtering cores, number presentation like 2’s complement and 

Sign magnitude presentation have been proposed.   

In spite of the best efforts, there is still a lot of scope to find and optimize the 

algorithms suited for hearing aid. However, the algorithm should be hardware imple-

mentable as ultimately an IC need to be designed. While designing it is also important 

to focus on two major issues  

a. Low power design 

b. Small area. 

Keeping in view of above considerations we define the following objectives of the 

thesis. 

a. To investigate and find out suitable algorithm(s) for Hearing aid appli-

cation with a hardware implementation perspective. 

b. To find out an adaptive algorithm that is simple to implement in hard-

ware and also should be less power consuming. Adaptive algorithms 

are likely to perform better in terms of spectral sharpening and noise 

reduction. Moreover, since we are attempting for low power design, 

low power techniques would be adopted at algorithmic abstraction 

level.   

c. Usually some component(s) appear repeatedly in VLSI design. If we 

can reduce power consumption of such a component at circuit level 

and incorporate the same in the design; the total power reduction 

would improve. Therefore, we would proceed to investigate at the cir-

cuit level to find a low power circuit that would be extensively used in 

filter design. 

d. To combine circuit level and algorithm level low power consumption 

in a filter for hearing aid application and to make a real-time validation. 

e. To implement for all the filter structures in FPGA. 
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f. To develop an experimental setup and validate the simulation results 

and the concepts through experiment for the best structure evaluated in 

the thesis. 

 

1.8 Organization of thesis 

Chapter-I presents introduction to the hearing aid design and basics of literature 

survey based on algorithms applied to hearing aids.  

Chapter-II presents a detailed literature survey low power methodology and 

FPGA/Circuit level design of digital filters for hearing aids application. Some of the 

multiplier structures has been studied and simulated. 

Chapter-III introduces the use of a Decimation filter for hearing aid application us-

ing ‘Distributed arithmetic’ when the incoming signal is sampled at a higher than 

Nyquist rate. The filter is being designed using Matlab Simulink and Xilinx System 

generator. The filter is being tested and the power estimation is carried out. 

Chapter-IV introduces the use adaptive filter that incorporates adaptive lattice filter. 

The filter is being designed using Booth-Wallace multiplier and is implemented in 

Virtex-II pro board from Xilinx. In this implementation both area and power are 

computed. Furthermore power computation is also done for the entire hearing aid ar-

chitecture. 

Chapter-V A novel method has been adopted for FIR filter implementation. This fil-

ter is being designed and implemented using a MAC unit and FDF (Folded Direct 

Form) structure for FIR filter. A suitable clocking strategy is adopted which reduces 

glitches that facilitates reduction of power dissipation. A novel dual edge triggered 

technique latch together with clock gating strategy is being used to achieve low 

power and it is observed that this FIR filter in conjunction with clock gating and low 

power latch consumes low power compared to other designs.   

Chapter-VI covers comparison between different types filter and the filter with low 

power consumption is being implemented with real time signals using Xilinx Virtex-

II pro board and spectral analysis is done for three different signals such as speech, 
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music and voice and music both.  The filter successfully works for all these signals. 

The gain for the filter is being calculated and is found to be between 9 dB to 27 dB 

which matches specifications given by most of the hearing aid manufacturers. 

In Chapter-VII, conclusions are brought out and some further research scopes are 

suggested.  
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2.1 Review of Low Power Methods used in Filters 

The objective of this dissertation is to come up with digital filters that are suitable for 

hearing aid applications. Here we need to design filters that would provide necessary 

amplification and frequency response. Furthermore, it is also important that the 

evolved structures must be hardware realizable and reusable [21], so that we can de-

velop a product. Low power is an essential constraint for hearing aids, therfore 

suitable low power strategy need to be applied. Low power VLSI techniques at differ-

ent abstraction levels are applied while designing filter.   

Various types of methodologies are employed for low power design. These are  

1. Algorithmic level  

2. Structural level and  

3. Circuit level.   

Various filter applications designed at circuit level and FPGA based digital fil-

ters also have been studied. Using circuit level design methodologies, an adaptive 

directional microphone for hearing aid application for DSP VLSI application has been 

designed with area of 0.67mm2 based on 250 nm technology with power consumption 

about 45uW achieved at 1.25V supply [22]. Use of switched MOSFET(SM) tech-

nique for low power filter design and a SM programmable band-pass filter for hearing 

aid application is reported [23]. A high efficiency and low distortion switching power 

amplifier is proposed and is designed for micropower low-voltage hearing aids. The 

experimental results show that the proposed circuit has 0.27% total harmonic distor-

tion and 90% power efficiency while the dc output bias current is 19 mA at 1.5V 

supply voltage which is used in circuit level design for achieving low power [24]. 

An ultra-low-power delayed least mean square (DLMS) adaptive filter operat-

ing in the sub-threshold region for hearing aid applications is reported in which sub-

threshold operation was accomplished by using a parallel architecture with pseudo 

nMOS logic style. The parallel architecture enables to operate the system at a lower 

clock rate and reduced supply voltage while maintaining the same throughput. Pseudo 

nMOS logic operating in the sub-threshold region (subpseudo nMOS) provided better 

power-delay product than sub-threshold CMOS (sub-CMOS) logic [25]. Simulation 

results show that the DLMS adaptive filter can operate at 22 kHz using a 400-mV 

supply voltage to achieve 91% improvement in power compared to a nonparallel, 

CMOS implementation. The result is validated by designing testing of the an carry 



Low Power VLSI Techniques for Digital Filter for Hearing aid applications 

22 

save array multiplier test chip with of size a 0.35 m, 23.1 kHz, 21.4 nW, where an 

adaptive body biasing scheme is used for compensating process, supply and tempera-

ture variations.  

The following paragraph describes various algorithmic and structural levels to 

accomplish low power objectives. A multiplier free architecture using Distributed 

Arithmetic (DA) is used in the implementation of LMS adaptive filter and high speed 

LMS adaptive filter can be designed using DA in FPGA [26]. Also algorithmic filter 

cores (structures) for filter implementation has been investigated in order to minimize 

the switched capacitance of the multipliers and data/coefficient buses [27] and it is re-

ported that a power saving upto 39% can be achieved. 

Multipliers play an important role design of filters. A novel design technique 

for deriving highly efficient multipliers that operate on a limited range of multiplier 

[28] values is presented in the literature. Using the technique, Xilinx Virtex field pro-

grammable gate array (FPGA) implementations for a discrete cosine transform and 

poly-phase filter were derived with area reductions of 31%–70% and speed increases 

of 5%–35% when compared to designs using general-purpose multipliers. This design 

gives better result than other fixed coefficient methods. 

 Reconfigurable hardware devices make it possible to change structure of digi-

tal electronic circuits at runtime. Using reconfigurable devices as a platform for 

Evolvable hardware (EHW) is well suited for real-time adaptive systems [29] which 

present both the filter as well as the evolution parameters for adaptive filter imple-

mentation on a single Field programmable gate array (FPGA). This paper uses context 

based switching to obtain a smaller hardware and fast adaption. 

Low power block based filtering cores has been studied and specially used for 

low power filter implementation [30]. This uses algorithmic flow for low power filter 

design and also uses 2’s complement and SM (sign magnitude) number presentation. 

It has been reported that as compared to convention filtering cores, a power reduction 

of 49% and area overhead of 5% is increased.  

 A clock based Low power and area efficient FIR filter of 32 tap using two 16 

tap macros implementation has been implemented. Using different conditions for a 

coded coefficient and data, and a power saving of 35% and 44% improvement as 

compared to radix-4 modified booth algorithm is being reported [31]. Designs of pro-

grammable finite impulse response (FIR) digital filters have demonstrated that the use 

of broadcast input data and control can lead to a high performance-to-cost ratio. Effect 
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of the interconnect delay to the cycle time and its negative effects on both scalability 

and cost-effectiveness of such broadcast designs have been presented in the literature 

[32]. Further it is shown; speed and density improvements secured through technol-

ogy scaling can be maintained by a fully pipelined design in which both data and 

control signals are restricted to local connections [33]. In this design filter coefficients 

are loaded in bit-parallel form with no increase in the number of input pins, thereby 

facilitating and speeding up run-time adaptation to the application environment. An-

other feature of variable-precision coefficients is that, it can be accommodated easily 

and flexibly, with no speed penalty. This type of design methods can be applied for 

the design of application- specific and embedded parallel architectures. 

There is a continuous drive for methodologies and approaches of low power 

design. The design of low power systems for different portable applications is not a 

simple task [33]. This is because of the number of constraints that influence the power 

consumption of a device. In addition to issues of performance and functionality, there 

is a need to satisfy strict test coverage constraints. In the same work [33] a brief study 

on the impact of DSP architectural realization, multiplier type, and the choice of 

number representation on the overall power consumption of DSP devices have been 

carried out. Furthermore the effect of DFT circuits on the overall performance has 

been studied. A hearing aid device is considered as an example of a system with strict 

power/area constraints. It is being shown that the choice of multiplier architecture and 

number representation should be carefully considered when specific DSP architectural 

choices are made.  

The design and implementation of decimation filter used for hearing aid appli-

cations is reported in [33]. The implementation of the decimation filters using the 

canonical signed digit (CSD) representation is being carried out [34]. Each digital fil-

ter structure is simulated using Matlab, and its complete architecture is captured using 

DSP blockset and Simulink. The filter has been implemented on Xilinx FPGA using 

Virtex-II technology. The resulting architecture is hardware efficient and consumes 

less power compared to conventional decimation filters [34]. Compared to the comb-

FIR-FIR architecture, the designed decimation filter architecture contributes to a 

hardware saving of 69%; in addition, it reduces the power dissipation by 83%, respec-

tively. In another work a very fast and low complexity FIR filter implemented using 

CSD multiplication is realized using shifters, adders and subtractors [35]. In this 

method, the critical path is minimized using pipeline registers equal to propagation 
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delay of an adder. For 100% speed up an area overhead of 5% increase has been re-

ported. 

Another work describes a scheme for the implementation of low power cores 

for hearing aid applications [36]. In this work, power saving schemes has been inves-

tigated using two approaches. First method uses macro-component framework which 

allows the rapid assembly of the cores on easy-to-verify hierarchical plug-in basis and 

second one uses system-on-chip strategy [36]. The cores are embedded within an 

ARM-based system-on-chip platform for design and testing of FIR filters. Using this 

method, it is shown that effective power manipulation is possible by power manage-

ment strategies.  

The design and implementation of an improved hardware-based evolutionary 

digital filter (EDF) version 2 is being reported in [37].  EDF is an adaptive digital fil-

ter which is controlled by adaptive algorithm based on evolutionary computation. The 

hardware based EDF version 1 consists of two sub-modules, that is, a filtering and fit-

ness calculation (FFC) module and a reproduction and selection (RS) module. The 

FFC module has high computational ability to calculate the output and the fitness 

value since its sub-modules run in parallel. However, hardware size of the FFC mod-

ule is large, and many machine cycles are needed. Thus, in the hardware-based EDF 

version 2 combines two modules to reduce its hardware size and machine cycles [36]. 

A synthesis result on the FPGA shows that the clock frequency is 65.5MHz and the 

maximum sampling rate of the hardware-based EDF version 2 is 4,948.1Hz. More-

over, the hardware-based EDF version 2 is 15.7 times faster than the hardware-based 

EDF version 1. 

A coefficient segmentation algorithm for low power FIR filter implementation 

has been proposed and the algorithm decomposes individual coefficients into two 

primitive sub-components [38]. The decomposition, performed using a heuristic ap-

proach, divides a given coefficient such that a part is produced which can be 

implemented using a single shift operation leaving another part with a reduced word 

length to be applied to the coefficient input of the hardware multiplier. This results in 

a significant reduction in the amount of switched capacitance and consequently power 

consumption. The algorithm has been used with a number of practical FIR filter ex-

amples achieving up to 63% saving in power.  

Another paper describes the design of a compact, ultra low power continuous 

time programmable filter suitable for feedback cancellation filters in hearing aids and 
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open loop identification is being performed [39]. Because of the complexity of the 

transfer function the number of poles in the cancellation filter is fairly large, ultra-low 

power transconductance cell with large linear range has been designed. The power 

consumption for a transconductance cell is comparable to the theoretical minimum 

bound and is measured to be 0.8μW at a 3V supply has been reported. The linear in-

put range for this cell is 2Vp-p. The complete filter has been designed, implemented 

and fabricated in a 2μ CMOS technology.  

In spite of all the cited work [21-39] there is still a lot of scope for alternate 

designs at different abstraction levels on low power perspective. Therefore an attempt 

is being made to design digital filters that are not only functionally suitable, but those 

would operate at low power that is one of the primary constraints for hearing aid de-

sign. 

In order to proceed further, we now discuss the basics of low power VLSI de-

sign. This study would provide us greater insight for low power VLSI design of 

digital filters.  

2.2 Basics of Low power VLSI Design 
In the past few years there has been an explosive growth in the demand for portable 

computing and communication devices, from mobile telephones to sophisticated mul-

timedia systems [40]. This interest in these devices has enhanced the requirement of 

developing low-power signal processors and algorithms, as well as the development 

of low-power general purpose processors. Designers have been able to reduce the en-

ergy requirements of particular functions, such as video compression, by several 

orders of magnitude [41]. This reduction has come as a result of focusing on the 

power dissipation at all levels of the design process, from algorithm design to the de-

tailed implementation, however, there has been little work done to understand how to 

design energy efficient processors.  

Performance of processors has been growing at an exponential rate, doubling 

every 18 to 24 months. However, at the same time the power dissipated by these 

processors has also been growing considerably. For such processors cooling becomes 

an absolute necessity and at high power dissipation level this is even difficult and ex-

pensive. If this trend continues processors will soon dissipate hundreds of watts, 

which would be unacceptable in most systems. Thus there is great interest in under-
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standing how to continue increasing performance without increasing the power dissi-

pation. 

For portable applications the problem is even more severe since battery life 

depends on the power dissipation. Lithium-ion batteries have an energy density of ap-

proximately 100Wh/kg, the highest available today. To operate a 50 W processor for 

4 hours requires a 2 kg battery; hence it can hardly be termed as a portable device. In 

order to compare processor designs that have different performance and power one 

needs a measure of "goodness". If two processors have the same performance or the 

same power, then it is trivial to choose which is better—users prefer higher perform-

ance for the same power level or the lower power one if they have the same 

performance. But processor designs rarely have the same performance. Designers 

have to determine whether to add a particular feature will make a processor more de-

sirable or not.  However micro-architectural designing changes the amount of 

parallelism of the processor, affects the efficiency of the processor. Since both the 

performance and energy dissipation of modern processors depend heavily on the de-

sign of the memory hierarchy, one must look not only at the processor itself, but 

also have to look at the design of the memory.  Since memories and clocking circuits 

are critical components of every digital system, much work already has been done to 

reduce the energy requirements. A different approach to reduce the energy dissipa-

tion of clocks and memories is to change the technology by scaling the supply 

voltage and the threshold voltage of transistors. 

2.3 Power Dissipation Sources 

In CMOS circuits, the main contributions to the power consumption are from short-

circuiting current, leakage current, and switching currents [45], [49]. In the following 

subsections, we introduce them separately. 

2.3.1 Short-Circuit Power 

In a static CMOS circuit, there are two complementary networks: p-network (pull-up 

network) and n-network (pull-down network). The logic functions for the two net-

works are complementary to each other. Normally when the input and output state 

are stable, only one network is turned on and conducts the output either to power 

supply node or to ground node and the other network is turned off and blocks the 
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age and reverse-biased junction leakage current; both increases dramatically with 

temperature and are independent of the operating voltage for a given fabrication 

process. 

The leakage current is in the order of pico-Ampere, but it increases as the 

threshold voltage is reduced. In some cases, like large RAMs, the leakage current is 

one of the main concerns. The leakage current is currently not a severe problem in 

most digital designs. However, the power consumed by leakage current can be as 

large as the power consumed by the switching current for mμ06.0  technology. The 

usage of multiple threshold voltages can reduce the leakage current in deep-

submicron technology.  Leakage current is difficult to predict, measure or optimized.  

Generally, leakage current serves no useful purposes, but some circuits do exploit it 

for intended operations, such as power-on reset signal generation.  The leakage 

power problem mainly appears in very low frequency circuits or ones with “sleep 

modes” where dynamic activities are suppressed. 

2.3.3 Switching Power 

The switching currents are due to the charging and discharging of node capacitances. 

The node capacitances mainly include gate, overlapping, and interconnection capaci-

tances. The power consumed by switching [43] current can be expressed as 

2/2
ddL fVCP α=  (2.1) 

where α  a is the switching activity factor, CL is the load capacitance,  f is the clock 

frequency, and Vdd  is the supply voltage. 

The above equation (2.1) shows that the switching power depends on a few 

quantities that are readily observable and measurable in CMOS circuits. It is applica-

ble to almost every digital circuit and hence provides guidelines for the low power 

design. 

The power consumed by switching current is the dominant part of the power 

consumption. Reducing the switching current is the focus of most low power design 

techniques.  For large capacitance circuits, reduction of the frequency is the best way 

to reduce the switching power. The use of different coding methods, number repre-
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sentation systems, continuing sequences and data representations can directly alter 

the switching frequency of the design, which alters the switching power.  The best 

method of reducing switching frequency is to eliminate logic switching that is not 

necessary for computation. 

2.4 Low Power Techniques 

Low power techniques can be discussed at various levels of abstractions: system level 

[43] [46], algorithm and architecture level, logic level, circuit level, and technology 

level. Figure 2.2 shows some examples of techniques at the different levels. 

 

Figure 2. 2: Low-power design methodology at different abstraction levels. 

In the following sections, an overview for different low power techniques has 

been described in detail. This is organized on the basis of abstraction level. 

2.4.1 System Level 

A system typically consists of both hardware and software components, which affect 

the power consumption.  The system design includes the hardware/software partition-

ing, hardware platform selection (application-specific or general-purpose processors), 

resource sharing (scheduling) strategy, etc. The system design usually has the largest 

impact on the power consumption and hence the low power techniques applied at this 

level have the most potential for power reduction. 

At the system level, it is hard to find the best solution for low power in the 

large design space and there is a shortage of accurate power analysis tools at this level. 

However, if, for example, the instruction-level power models for a given processor are 
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Asynchronous design of the circuit can also be used as another low power de-

signing technique. The asynchronous designs have many attractive features, like non-

global clocking, automatic power-down, no spurious transitions, and low peak current, 

etc. It is easy to reduce the power consumption further by combining the asynchronous 

design technique with other low power techniques, for instance, dynamic voltage scal-

ing [47] technique as shown in figure 2.4. 

2.4.2 Algorithm Level 

The algorithm selection has large impact on the power consumption. The task of algo-

rithm design is to select the most energy-efficient algorithm that just satisfies the 

constraints. The cost of an algorithm includes the computation part and the communi-

cation/storage part. The complexity measurement for an algorithm includes the number 

of operations and the cost of communication and storage. Reduction of the number of 

operations, cost per operation, and long distance communications are key issues to al-

gorithm selection. 

One important technique for low power of the algorithmic level is algorithmic 

transformations [48]. This technique exploits the complexity, concurrency, regularity, 

and locality of an algorithm. Reducing the complexity of an algorithm reduces the 

number of operations and hence the power consumption. The possibility of increasing 

concurrency in an algorithm allows the use of other techniques, e.g., voltage scaling, to 

reduce the power consumption. The regularity and locality of an algorithm affects the 

controls and communications in the hardware. 

 

Figure 2. 5: (a) Original signal flow graph. (b) Unrolled signal flow graph. 
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The loop unrolling technique [41-42, 45] is a transformation that aims to en-

hance the speed. This technique can be used for reducing the power consumption. 

With loop unrolling, the critical path can be reduced and hence voltage scaling can be 

applied to reduce the power consumption.  

In figure 2.5, the unrolling reduces the critical path and gives a voltage reduc-

tion of 26% [43]. This reduces the power consumption with 20% even the capacitance 

load is increased to 50% [41]. Furthermore, this technique can be combined with other 

techniques at architectural level, for instance, pipeline and interleaving, to save more 

power.  In some cases, like digital filters, the faster algorithms, combined with voltage-

scaling, can be used for energy-efficient applications [43]. 

2.4.3 Architecture Level 
According to the selection of the algorithm, the architecture can be determined for the 

given algorithm. From equation (1) we can say that, an efficient way to reduce the dy-

namic power consumption is the voltage scaling. When supply voltage is reduced, the 

power consumption is reduced. However, this increases the gate delay. To compensate 

the delay, low power techniques like parallelism and pipelining [44] architectures were 

used. 

The use of two parallel data path is equivalent to interleaving of two computa-

tional tasks. A data path to determine the largest number of C and (A + B) is shown in 

figure 2.6. It requires an adder and a comparator. The original clock frequency is 40 

MHz [42].  

 

Figure 2. 6: Original data path. 
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Pipelining is another method for increasing the throughput. By adding a pipe-

lining buffer / register after the adder in figure 2.8., the throughput can the increased 

from )/(1 compadd TT +  to ),max(/1 compadd TT . If Tadd is equal Tcomp, this increases the 

throughput by a factor of 2. As a result the supply voltage also scaled down to 2.9 V 

(the gate delay doubles). The effective capacitance increases to a factor of 1.15 be-

cause of the insertions of latches. The power consumption for pipelining is calculated 

using equation (2.3). 

Main advantage of pipelining is the low area overhead in comparison with us-

ing parallel data paths. Another benefit is that the amount of glitches can be reduced. 

However, since the delay increases significantly as the voltage approaches the thresh-

old voltage and the capacitance load for routing and/or pipeline registers increases, 

there exists an optimal power supply voltage. Reduction of supply voltage lower than 

the optimal voltage increases the power consumption. 

2.4.4 Logic Level 

The power consumption depends on the switching activity factor, which in turn de-

pends on the statistical characteristics of data. The low power techniques at the logic 

level, however, focus mainly on the reduction of switching activity factor by using the 

signal correlation and the node capacitances. In case of the gated clocking, the clock 

input to non-active functional block does not change by gating, and, hence, reduces the 

switching of clock network.  

 

Figure 2. 9: A pre-computation structure for low power. 
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As shown in figure 2.9, the input data is partitioned into two parts, corresponding to 

registers R1 and R2. One part, R1, is computed in pre-computation block g, one clock 

cycle before the computation of A. The result from g decides gating of R2. The power 

can then be saved by reducing the switching activity factor in A. 

Let’s consider a comparator as an example of pre-computation for low-power. 

The comparator takes the MSB of the two numbers to register R1 and the others to R2. 

The comparison of MSB is performed in g. If two MSBs are not equal, the output from 

g gated the remaining inputs. In this way, only a small portion of inputs to the com-

parator's main block A (subtracter) is changed. Therefore the switching activity is 

reduced. 

Gate reorganization [43] is another technique used to restructure the circuit. 

This can be decomposition a complex gate to simple gates, or combines simple gates 

to a complex gate, duplication of a gate, deleting/addition of wires. The decomposition 

of a complex gate and duplication of a gate help to separate the critical and non-critical 

path; which reduce the size of gates in the non-critical path, as a result reduces the 

power consumption. In some cases, the decomposition of a complex gate increases the 

circuit speed and gives more space for power supply voltage scaling. The composition 

of simple gates can reduce the power consumption.  The complex gate can reduce the 

charge/discharge of high-frequency switching node. The deleting of wires reduces the 

circuit size as a result, reduces the load capacitance. The addition of wires helps to 

provide an additional interconnection for better results. 

 Logic encoding defines the way data bits are represented on the circuits. The 

encoding is usually optimized for reduction of delay or area. In low power design, the 

encoding is optimized for reduction of switching activities since various encoding 

schemes have different switching properties. 

In a counter design, counters with binary and Gray code have the same func-

tionality. For N-bit counter with binary code, a full counting cycle requires 2(2n - 1) 

transitions [45]. A full counting cycle for a Gray coded N-bit counter requires only 2n 

transitions. For instance, the full counting cycle for a 2-bit binary coded counter is 

from 00, 01, 10, 11, and back to 00, which requires 6 transitions. The full counting cy-

cle for 2-bit Gray coded counter is from 00, 01, 11, 10, and back to 00, which requires 
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4 transitions. The binary coded counter has twice transitions as the Gray coded counter 

when the n is large. Using binary coded counter therefore requires more power con-

sumption than using Gray coded counter under the same conditions. 

Traditionally, the logic coding style is used for enhancement of speed perform-

ance. Careful choice of coding style is important to meet the speed requirement and 

minimize the power consumption. This can be applied to the finite state machine, 

where states can be coded with different schemes. 

A bus is the main on-chip communication channel that has large capacitance. 

As the on-chip transfer rate, increases the use of buses contributes a significant portion 

of the total power. Bus encoding is a technique to exploit the property of transmitted 

signal to reduce the power consumption. 

2.4.5 Circuit Level 

At the circuit level, the powers saving techniques are quite limited if compared with 

the other techniques at higher abstract levels. However, this cannot be ignored. The 

power savings can be significant as the basic cells are frequently used. A few percents 

improvement for D flip-flop can significantly reduce the power consumption in deep 

pipelined memory systems. 

In CMOS circuits, the dynamic power consumption is caused by the transitions. 

Spurious transitions typically consume between 10% and 40% of the switching activity 

power in the typical combinational logic. In some cases, like array multipliers, the 

amount of spurious transitions is large. To reduce the spurious transitions, the delays of 

signals from registers that converge at a gate should be roughly equal. This can be 

done by insertions of buffers and device sizing [43]. The insertions of buffer increase 

the total load capacitance but can still reduce the spurious transitions. This technique is 

called path balancing. 

Many logic gates have inputs that are logically equivalent, i.e., the swapping of 

inputs does not modify the logic function of the gate. Some examples of gates are 

NAND, NOR, XOR, etc. However, from the power consumption point of view, the or-

der of inputs does effect the power consumption. Let us consider the figure 2.10, the 

A-input, which is near the output in a two-input NAND gate, consumes less power 
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than the B-input close to the ground with the same switching activity factor. Pin order-

ing is to assign more frequently switching input pins near to the output node, which 

will consume less power. In this way, the power consumption will be reduced without 

cost. However, the statistics of switching activity factors for different pins must be 

known in advanced and this limits the use of pin ordering [45]. 

 

Figure 2. 10: A two input NAND gate. 

Different logic styles have different electrical characteristics. The selection of 

logic style affects the speed and power consumption. In most cases, the standard 

CMOS logic is used for speed and power trade-off. In some cases other logic styles, 

like complementary pass-transistor logic (CPL) is efficient.  

Transistor sizing affects both delay and power consumption. Generally, a gate 

with smaller size has smaller capacitance and consumes less power. To minimize the 

transistor sizes and meet the speed requirement is a trade-off. Typically, the transistor 

sizing uses static timing analysis to find out those gates (whose slack time is larger 

than 0) to be reduced. The transistor sizing is generally applicable for different tech-

nologies. 

2.4.6 Summary of low power VLSI design technology 

Several approaches to reduce the power consumption have been briefly discussed. Be-

low we summarize some of the most commonly used low power techniques. 
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• Reduce the number of operations. The selection of algorithm and/or ar-

chitecture has significant impact on the power consumption. 

• Power supply voltage scaling. The voltage scaling is an efficient way to 

reduce the power consumption. Since the throughput is reduced as the 

voltage is reduced, this may need to be compensated by using parallel 

and/or pipelining techniques. 

• I/Os between chips can consume large power due to the large capacitive 

loads. Reducing the number of chips is a promising approach to reduce 

the power consumption.  

• Power management. In many systems, the most power consuming parts 

are often idle. For example, in a lap-top computer, the portion of dis-

play and hard disk could consume more than 50% of the total power 

consumption. Using power management strategies to shut down these 

components when they are idle for a long time can achieve good power 

saving. 

• Reducing the effective capacitance. The effective capacitance can be 

reduced by several approaches, for example, compact layout and effi-

cient logic style. 

• Reduce the number of transitions. To minimize the number of transi-

tions, especially the glitches, is important 

2.5 Multiplier structure review 

Multiplier is an important component in a digital filter. In the next sections we review 

multipliers structures and present some simulation results. 

2.5.1 Introduction 

The multiplier is an important part of digital signal processors (DSP) because it typi-

cally determines the performance of the chips. Furthermore, for a highly complex 

circuit, the power consumption and the layout area are the two design considerations 

of the multiplier. In some of the DSP applications, precision can he sacrificed to im-
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prove the speed and to reduce the area. Therefore, several fixed-width or reduced-

width multipliers have been proposed for this purpose. 

To save significant power consumption, it is a good to reduce dynamic power 

which is the major part of total power dissipation. Besides, a functional unit that has 

versatile functionalities is much helpful to increase the flexibility of the encapsulated 

processing core in the portable devices. 

A number of studies are undertaken to reduce the dynamic power by minimiz-

ing the switching capacitance, which are analysed in details in [51]. In addition, it is 

shown that the design of a multiplier based on Booth algorithm along with a Dy-

namic-Range Determination (DRD) unit to select the input operand with a smaller 

effective dynamic range reduces power dissipation. However, the DRD unit induces 

additional delay and area overheads, and the input data flows are also switched fre-

quently when the smaller effective dynamic range input data often change from 

operand A to operand B, and vice versa. In such cases, the power dissipation of the 

design [52] will be increased rather than decreased. The design of above multipliers 

uses latches to synchronize the inputs to the adders in the adder tree of multipliers. 

The asserting signal is propagated by a series of delay circuits to each adder in the ad-

der tree, which induces significant delay cost to the multipliers. Hence, the multipliers 

presented in [53] are restricted to low-speed applications.  

2.5.2 Background of Multipliers 

2.5.2.1 Basic binary multiplier 

The shift-add Multiplier scheme is the most basic of unsigned Integer multiplication 

algorithms. The operation of multiplication is rather simple in digital electronics. It 

has its origin from the classical algorithm for the product of two binary numbers. This 

algorithm uses addition and shift left operations to calculate the product of two num-

bers. Two examples are presented below in figure 2.10. 
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Figure 2. 11: Basic binary multiplication 

 

The left example shows the multiplication procedure of two unsigned binary 

digits while the one on the right is for signed multiplication. The first digit is called 

Multiplicand and the second Multiplier. The only difference between signed and un-

signed multiplication is that we have to extend the sign bit in the case of signed one, 

as depicted in the given right example in PP row 3. Based upon the above procedure, 

we can deduce an algorithm for any kind of multiplication which is shown in figure 

2.12. Here, we assume that the MSB represents the sign of digit. 

 
Figure 2. 12: Signed multiplication algorithm 

2.5.2.2 Partial product generation 

Partial product generation is the very first step in binary multiplier. These are the in-

termediate terms which are generated based on the value of multiplier. If the 

multiplier bit is ‘0’, then partial product row is also zero, and if it is ‘1’, then the mul-
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tiplicand is copied as it is. From the 2nd bit multiplication onwards, each partial prod-

uct row is shifted one unit to the left as shown in the above mentioned example. In 

signed multiplication, the sign bit is also extended to the left. Partial product genera-

tors for a conventional multiplier consist of a series of logic AND gates as shown in 

Figure 2.13. 

 
Figure 2. 13: Partial product generation logic 

 

The main operation in the process of multiplication of two numbers is addition 

of the partial products. Therefore, the performance and speed of the multiplier de-

pends on the performance of the adder that forms the core of the multiplier. To 

achieve higher performance, the multiplier must be pipelined. Throughput is often 

more critical than the cycle response in DSP designs. In this case, latency in the mul-

tiply operation is the price for a faster clock rate. 

This is accomplished in a multiplier by breaking the carry chain and inserting 

flip-flops at strategic locations. Care must be taken that all inputs to the adder are cre-

ated by signals at the same stage of the pipeline. Delay at this point is referred to as 

latency. 

2.5.2.3 Introduction of Tree Structured Multiplier 

In conventional RL linear array multipliers, the PPs are added in series starting from 

y0X (z0X in radix-4), as shown in Figure 2.14a, 2.15a. The reduction is usually per-

formed using [3:2] Carry Save Adders (CSAs) in which carries pass to the next row. 

A radix-2 8 × 8 RL multiplier is depicted in figure 2.16. The black dots correspond to 

the bit matrix in Figure 4a, obtained with NAND2 or AND2 gates. Each ‘+’ symbol is 

a full adder (FA) if there are three inputs, or a half adder (HA) if there are only two 

inputs [51][56]. The ‘1’ in the first row in Figure 4a is added as a carry-in of the final 

Carry Propagate Adders (CPA). The numbers associated with wires are signal arrival 
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times assuming a unit delay model as explained later. The final addition is a fast n-bit 

CPA.  

In LR linear array multipliers, the PPs are added serially from yn−1X or 

zn/2−1X, as shown in Figure 2.14b and 1.15b. PP reduction using CSAs is still a 

popular choice here. For radix-2, a 12 × 12 LR multiplier architecture using CSAs is 

illustrated in Figure 7. The final (n − 1)-bit CPA generates the most- significant half 

of the product. 

 
Figure 2. 14: Radix-2 PP bit matrix(n=8): (a) RL; (b) LR 

 

 
 (a)       (b) 

Figure 2. 15: Radix-4 PP bit matrix(n=8) : (a) RL;(b) LR 
 

The shaded cells in the last row comprise a CRA which generates the least-

significant half of the product and a carry-in of the final CPA. As the arrival times of 

these carry/sum bits match the computation direction and speed of the Carry Ripple 

Adders (CRA), there is little delay penalty due to the use of CRA. The shaded cells on 

the left are used to add three bits each column from the reduction array into two bits. 

These shaded cells are extra hardware unique to LR multipliers. However, these extra 

cells do not increase the overall area because the number of cells in the Partial Prod-

uct Reduction (PPR) core is reduced.  



Low Power VLSI Techniques for Digital Filter for Hearing aid applications 

43 

         
Figure 2. 16: A radix-2 8 × 8 RL multiplier 

 

The carry signals propagate fewer stages in RL schemes than in RL schemes, 

which may reduce the power consumption in the left region. For data with a large dy-

namic range, PPs corresponding to sign extension bits are located in the upper region 

of an LR array. If sign extension bits switch less frequently than other bits, as in many 

multimedia data, glitches can be reduced because the upper portion is not polluted by 

frequent switches in the lower portion in LR arrangement. In radix-4 LR multipliers, 

the CRA is no longer suitable to add the right half carry/sum vectors from the reduc-

tion array because the vector bits arrive faster than the CRA computation. To avoid 

becoming the critical path, CRA should be replaced by a fast CPA as shown in figure 

2.17. 

 

 
Figure 2. 17; Radix-2 LR carry save array multiplier (n=8) 
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For vectors from the left part of the reduction array, CSAs are still needed be-

cause about half columns have three bits. The total area of a radix-4 LR multiplier is 

also very close to that of a radix-4 RL multiplier. A 12 × 12 multiplication example is 

shown in figure 2.18. 

 
Figure 2. 18: Radix-2 LR carry save array multiplier (n=12) 

2.5.3 Speeding Up of Multiplication 

Multiplication involves two basic operations - generation of partial products and their 

accumulation. Two ways to speed up multiplication 

a. Reducing number of partial products and/or 

b. Accelerating accumulation 

2.5.3.1 Sequential multiplier   

Generates partial products sequentially and adds each newly generated product to 

previously accumulated partial product.  Example: add and shift method. The follow-

ing notation is used in our discussion of multiplication algorithms: 

a  Multiplicand a(k-1)a(k-2) ... a(1)a(0) 

x  Multiplier x(k-1)x(k-2) ... x(1)x(0) 

P  Product (a x x) a(2k-1)a(2k-2) ... a(1)a(0) 

Sequential or bit-at-a-time multiplication can be done by keeping a cumulative 

partial product (initialized to 0) and successively adding to it the properly shifted 

terms x(j)a. Since each successive number to be added to the cumulative partial prod-

uct is shifted by one bit with respect to the preceding one, a simpler approach is to 

shift the cumulative partial product by one bit in order to align its bits with those of 

the next partial product. 
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2.5.3.2 Parallel multiplier 

Generates partial products in parallel, accumulates using a fast multi-operand adder. 

Number of partial products can be reduced by examining two or more bits of a multi-

plier at a time. Example: Booth’s algorithm reduces number of multiplications to n/2 

Where n is the total number of bits in a multiplier [57]. 

2.5.3.3 Booth’s Multiplier 

      In add and shift algorithm the initial partial product is taken as zero. In each step 

of the algorithm, LSB bit of the multiplier is tested, discarding the bit which was pre-

viously tested, and hence generating the individual partial products. These partial 

products are shifted and added at each step and the final product is obtained after n 

steps for n x n multiplication. The main disadvantage of this algorithm is that it can be 

used only for unsigned numbers. The range of the input for a ‘n’ bit multiplication is 

from 0 to 2n-1. A better algorithm which handles both signed and unsigned integers 

uniformly is Booth’s algorithm. Booth encoding is a method used for the reduction of 

the number of partial products proposed by A.D. Booth in 1950 [57-59]. 

                       

                            X=-2mXm + 2m-1 Xm-1 + 2m-2 Xm-2+…….   

 

Rewriting above equation using 2a=2 a+1 - 2a leads to 

 

           X=-2m(Xm-1 –Xm)+2m-1(Xm-2+Xm-1)+2m-2(Xm-3-Xm-2) 

 

Considering the first 3 bits of X, we can determine whether to add Y, 2Y or 0 

to partial product. The grouping of X bits is shown in figure 2.19 

 

 
Figure 2. 19: Multiplier bit grouping according to Booth encoding 
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The multiplier X is segmented into groups of three bits (Xi+1, Xi, Xi-1) and 

each group of bits is associated with its own partial product row using table 2.1. 

  
Table 2. 1: Booth encoding table 

 
Xi+1 Xi Xi-1 Increment 

0 0 0 0 

0 0 1 Y 

0 1 0 Y 

0 1 1 2Y 

1 0 0 -2Y 

1 0 1 -Y 

1 1 0 -Y 

1 1 1 0 

 

Booth’s algorithm [58] is based on the fact that fewer partial products have to 

be generated for groups of consecutive ‘0’ in the multiplier there is no need to gener-

ate any new partial product. For every ‘0’ bit in the multiplier, the previously 

accumulated partial product needs only to be shifted by one bit to the right. The above 

can be implemented by recoding the multiplier as shown in the table 2.1. 

Table 2. 2; Multiplier recoding for radix-4 booth’s algorithm 

 
Sl. No.  mri+1 mri mri-1 Recoded digit Operation on multiplicand 

1 0 0 0 0 0 X Multiplicand 

2 0 0 1 +1 +1 X Multiplicand 

3 0 1 0 +1 +1 X Multiplicand 

4 0 1 1 +2 +2 X Multiplicand 

5 1 0 0 -2 -2 X Multiplicand 

6 1 0 1 -1 -1 X Multiplicand 

7 1 1 0 -1 -1 X Multiplicand 

8 1 1 1 0 0 X Multiplicand 

 

It is based on portioning the multiplier in to overlapping group of 3- bits and 

each group is decoded to generate corresponding partial product. Each recoded digit 
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performs a certain operation on the multiplicand shown above in the table 2.2. The 

primary advantage of using this multiplication scheme is that it reduces the number of 

partial products generated by half the number. 

For example consider 6X6 bit multiplication, number of partial products in-

volved will be 3 where as in Add- Shift algorithm six partial products are needed. 

 
Figure 2. 20: Add and shift method of partial product generation 
 

n/2=3 steps;2 multiplier bits in each step 

All shift operations are 2 bit position shifts 

Accumulation of the partial products in multiplication is accelerated by adding 

all the partial products at a time. 

2.5.4 Low Power Multipliers 

2.5.4.1 Pipelined Modified Booth Multiplier 

A pipelined modified Booth multiplication is proposed to enhance the power per-

formance ratio of 2’s complement multiplication. System architecture of the proposed 

scheme is catered for VLSI implementation. It is designed with the merit of low 

power consumption achieved by reducing the number of adder required. Only half of 

the adders is required as in traditional pipelined multiplier [54-56]. 

Modified Booth algorithm is widely used to implement multiplication in DSP 

systems and other applications. It provides high performance than other multiplication 

algorithms. However, the intrinsic architecture of the modified Booth algorithm does 

not have the regularity for VLSI pipeline implementation. For power reduction, re-

ducing the supply voltage is widely used to improve the system power efficiency. It is 

most effective in pipelined data path comparing to other implementations such as par-

allel data path and pipeline-parallel data path. It is desirable to employ pipelining in 
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multiplication for DSP applications. Elrabaa et. al.  proposed a sign extension scheme 

makes the multiplier array more regular for VLSI implementation. Nevertheless, it re-

quires an n-bit adder at the last stage to sum all the terms from the multiplier array 

that impedes the system throughput of the multiplier. Besides, required 2’s comple-

ment of multiplicand in Booth algorithm proscribes pipelining. 

For reduction of power and supply voltage, pipelined data path is being widely 

used in DSP systems to enhance the system throughput. In the paper [58], we pro-

posed a pipelined modified Booth multiplication to improve the system performance 

in terms of system throughput and power-performance ratio for low power low volt-

age DSP applications. 

2.5.4.2 Problems in computing 2’s complement number 

Multiplying two numbers, X (multiplicand) and Y (multiplier), Booth algorithm en-

codes the two’s complement multiplier, Y, to reduce the number of partial products to 

be added. The Radix - 4 modified Booth algorithm [57] divides the multiplier into 

overlapping groups of 3-bit encoded into {-2,-1,0,1, 2}. Each group is decoded to 

generate the partial product according the rule shown in Table 1. 

The inherent problem in pipelining the modified Booth algorithm is the gen-

eration of 2’s complement of the multiplicand. In conventional pipelined multiplier, a 

partial product is generated locally at each stage and added to the partial product from 

the previous stage with a single addition. However, in modified Booth algorithm, it 

may require multiple additions at each stage in order to generate the correct partial 

product that involves 2’s complement of the multiplicand (for the codes -1 and -2). In 

these cases, it requires the inversion of the multiplicand and addition of ‘1’ at the least 

significant bit for the code ’-1’, or the inversion of the multiplicand and left shift the 

multiplicand by one bit, and followed by the addition of ’10’ for the code ‘-2’. Such 

addition of ’1’ or ’10’ may lead to extra n additions in order to propagate the carry 

from the least significant bit to the most significant bit of the partial product. In other 

words, the 2’s complement of the multiplicand cannot be finished with one addition 

and one inversion operation. 

2.5.4.3 Modified Booth Pipelined Multiplication 

To pipeline the modified Booth multiplication [55-57], a partial product generation 

scheme is proposed to accommodate the 2’s complement “correction” bit/bits required 
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for the code {-1, -2). Two extra bits are patched at the end of the least significant bit 

for any partial product. Value of these patched bits are “00”, “01” or “10” depending 

on the previous partial product encoded with the corresponding set of codes {2,1,0}, 

{-1}, and {-2}. 

For 6x6 bits Radix-2 modified Booth multiplication, the original 9-bit partial 

product is extended to 11 bits: 9-bits partial product with Elrabaa algorithm, and 2-bit 

2’s complement “correction”. Figure 2.21 shows the proposed partial product genera-

tion. At any stage, it generates a partial product consists of the multiplicand for the 

codes (2, 1, 0) or its inversion for the codes (-1, -2}, and 2-bit 2’s complement “cor-

rection”. The 2’s complement “correction” bits are passed to the next stage. At any 

stage, the first part of the partial product (the multiplicand or its inversion) and the 2’s 

complement “correction” bits from the previous partial product are added to the par-

tial product. However, at any intermediate stage except the first stage, it involves an 

addition of four operands: sum and carry from previous stage (s2, c1), the carry from 

the second least significant bits from the addition of (s1, c0), and the patched “correc-

tion” bit (Yi) indicated as the dashed objects in Figure 2.22. For proper addition, the 

traditional full adder cannot be used in this case. 

To solve the problem, an encoding scheme is developed for the patched “cor-

rection” bits, XiYi, at any intermediate stage. Values of these patched ”correction” 

bits are “00”, “01”, or “10” depending on the corresponding set of Booth codes 

{2,1,0}, {-1-, 2) of the partial product of the previous stage. Since it only involves a 

2-bit addition of the second least significant bits (s1,c0), XiYi are recoded to ”0l”, “10” 

or “11” upon the result of the logic evaluation of  “s1 AND c0’’ that can be achieved 

by a simple AND gate. In other words, a ‘0’ or ‘1’ is added to XiYi depending on the 

carry from the addition of s1 and c0. The possible result of such operation is “00”, 

“01”,”00” or “11”. It never has the case needed to propagate a carry to the more sig-

nificant bits resulted from this addition as the possible values of XiYi are ”00”, 

“01”,or “10”. 

At any intermediate stage, XiYi passed from the previous stage is recoded ac-

cording to the result of the evaluation of the carry from the second least significant 

bits (s1, c0) before adding to the sums and carries evaluated from the previous stage. 

In fact, it will not have a large overhead for the recoding scheme to penalize the sys-

tem performance at any intermediate stages.  
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Figure 2. 21: Partial product generation for 6x6 bit modified Booth multiplication 

 
Figure 2. 22: Data flow of a 6 X 6 bit modified Booth multiplication with the partial 

                                           Product generation scheme 

2.5.4.4 Results and Conclusion 

The simulation result multipliers using tree structure and pipelined booth multiplier is 

given bellow. 

Power for tree multiplier is 0.667μW              Max Pin Delay: 8.113 ns 

  Power for Pipelined booth multiplier- 0.43μW     Max Pin Delay: 7.431 ns 

 Improved power efficiency of pipelined booth multiplier compared to tree 

multiplier is about 35.25% and a speed improvement of 8.4% is obtained.  
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3.1 Introduction 

Oversampling analog-to-digital converters are used extensively in audio application 

as it provides higher performance and flexibility by removing the complexity of the 

analog circuitry [59-61]. In such applications, over-sampling uses a sampling rate that 

is much greater than the bandwidth of the signal of interest. Digital signal processing 

(DSP) techniques are applied to perform further filtering, decimation and even down 

conversion. The range of human hearing is generally considered to be 20 Hz to 20 

kHz, but the ear is far more sensitive to sounds between 1 kHz and 4 kHz [63-64]. 

Hence it is more useful to design a hearing aid application operating within the speci-

fied frequency range. A hearing aid application makes use of the over-sampling 

concept and consists of a sigma-delta analog-to-digital converter (ADC) followed by 

a decimation filter [62] as shown in figure 3.1. 

 
Figure 3. 1: The Decimation filter used for the hearing aid application 

 
For designing this filter, we need a multiplier and adder, and here in this inves-

tigation we have used distributed arithmetic for its implementation. Distributed 

Arithmetic (DA) is so named because the arithmetic operations that appear in signal 

processing (e.g., addition, multiplication) are not “lumped” in a comfortably familiar 

fashion, but are distributed in an often unrecognizable fashion. The most-often en-

countered form of computation in digital signal processing is a sum of products (or in 

vector analysis parlance, dot-product, or inner-product generation). This is also the 

computation that is executed most efficiently by DA.  

3.2 Distributed Arithmetic 

DA is basically (but not necessarily) a bit-serial computational operation that forms an 

inner (dot) product of a pair of vectors in a single direct step. The advantage of DA 

[65-66] is its efficiency of mechanization but the disadvantage is its slowness because 

of bit-serial nature. This disadvantage can be avoided in two ways i.e.  
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a. It is not real if the time required to input eight 8-bit words one at a time 

in a parallel fashion is exactly the same as the time required to input 

(simultaneously on eight wires) all eight words serially.  

b. Speed can be increased by employing techniques such as bit pairing or 

partitioning the input words into the most significant half and least sig-

nificant half, the least significant half of the most significant half, etc., 

thereby introducing parallelism in the computation.  

As an example of direct DA [65-66] inner-product generation, consider the 

calculation of the following sum of products as  

 ∑
=

=
K

k
kk xay

1

 (3. 1)  

 The ak are fixed coefficients, and the xk are the input data words. If each xk is a 

2's-complement binary number scaled such that |xk|<1 then each xk can be presented 

as  

 ∑
−

=

−+−=
1

1
0 2

N

n

n

knkk bbx  (3. 2)  

where the bkn are the bits, 0 or 1, bko is the sign bit, and bk,n-1  is the least significant bit 

(LSB).  

Now let us combine equations 3.1 and 3.2 to express y in terms of the bits of 

xk  
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Equation 3.3 is the conventional form of expressing the inner product. Direct 

mechanization of this equation defines a "lumped" arithmetic computation. Let us in-

terchange the order of the summations, which gives  
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Here equation 3.4 defines a distributed arithmetic computation. Consider the 

bracketed term in equation 3.4 

 ∑
=

=
K

k
knkbay

1

 (3. 5) 

Because each bkn may take on values of 0 and 1 only, expression (3.5) will 

have only 2K possible values. Rather than computing these values on line, we can pre-

compute these values and store them in a ROM. The input data can be used to directly 
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address the memory and the result, i.e. the∑
=

K

k
knkba

1

, can be put into an accumulator. 

After N such cycles, the memory contains the result, y.  

As an example, let K = 4, A1, = 0.72, A2, = -0.30, A3 = 0.95, and A4 = 0.11. 

The memory must contain all possible combinations (24 = 16 values) and their nega-

tives in order to accommodate the term  

 ( )∑
=

−
K

k
kk ba

1
0  (3. 6) 

which occurs at the sign-bit time. As a consequence, we need to use a 2×2K word 

ROM. Figure 3.2(a) shows the simple structure (with a 2 × 24 = 32-word ROM) that 

can be used to mechanize these equations. 

Table 1 shows the contents of the memory. The Ts, signal is the sign-bit timing 

signal. We assume that the data on the x1, x2, x3, and x4 lines (which with T, comprise 

the ROM address words) are serial, 2's-complement numbers. Each is delivered in a 

one-bit-at-a-time (1BAAT) fashion, with LSBs {bkn, n-1} first. The sign bits {bk0} are 

the last bits to arrive. The clock period in which the sign bits all simultaneously arrive 

is called the "sign-bit time". During the sign-bit time the control signal Ts = 1, other-

wise Ts = 0. For the moment we will assume essentially zero time delay between the 

time of arrival of the address pattern to the ROM and the availability of its output. 

The delay around the accumulator loop is assumed to be one clock cycle and is con-

centrated in the summer. Switch SWA remains in Position 1 except during the clock 

cycle that follows the sign-bit time, when it toggles for one clock cycle to position 2, 

and the fully formed result is output.  
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(a) adder and Full Memory                     

 
     (b) Adder/ Subtractor and Memory 

 
 (c) Adder/ Subtractor and Reduced Memory 

Figure 3. 2 Structure of ROM for K=4 
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Table 3. 1: ROM content for 32 words with K=4 

 Input code 32-word  

memory content  Ts b1n b2n b3n B4n

1≤
n≤

N
-1

 

0 0 0 0 0 0 

0 0 0 0 1 a4 = 0.11 

0 0 0 1 0 a3 = 0.95 

0 0 0 1 1 a3+a4 = 1.06 

0 0 1 0 0 a2 = -0.30 

0 0 1 0 1 a2+a4 = -0.19 

0 0 1 1 0 a2+a3 = 0.65 

0 0 1 1 1 a2+a3+a4 = 0.75 

0 1 0 0 0 a1 = 0.72 

0 1 0 0 1 a1+a4 = 0.83 

0 1 0 1 0 a1+a3 = 1.67 

0 1 0 1 1 al+a3+a4 = 1.78 

0 1 1 0 0 a1+a2 = 0.42 

0 1 1 0 1 a1+a2+a4 = 0.53 

0 1 1 1 0 a1+a2+a3 = 1.37 

0 1 1 1 1 a1+a2+a3+a4 = 1.48 

n=
0 

0 0 0 0 0 0 

0 0 0 0 1 -a4 = -0.11 

0 0 0 1 0 -a3 = -0.95 

0 0 0 1 1 -(a3+a4) = 1.06 

0 0 1 0 0 -a2 =-0.30 

0 0 1 0 1 -(a2+a4) = -0.19 

0 0 1 1 0 a2+a3 = 0.65 

0 0 1 1 1 a2+a3+a4 = 0.75 

0 1 0 0 0 a1 = 0.72 

0 1 0 0 1 a1+a4 = 0.83 

0 1 0 1 0 a1+a3 = 1.67 

0 1 0 1 1 al+a3+a4 = 1.78 

0 1 1 0 0 a1+a2 = 0.42 

0 1 1 0 1 a1+a2+a4 = 0.53 

0 1 1 1 0 a1+a2+a3 = 1.37 

0 1 1 1 1 a1+a2+a3+a4 = 1.48 
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We may reduce the memory size by half to a 2K word ROM by modifying the 

adder to an adder/ subtractor and using Ts as the add-subtract-control line as shown in 

figure 3.2(b). This configuration may now be mechanized with a 16-word ROM. The 

stored table is simply the upper half of table 3.1.  

The memory size may be halved again to ½2K words. In order to understand 

how this works, we shall interpret (not convert, but just interpret) the input data as be-

ing cast not in a (0, 1) straight binary code, but instead as being cast in a (-1, 1) offset 

binary code. Suppose that we think of xk as  

 [ ])(
2
1

kkk xxx −−=  (3. 7) 

and also in 2's-complement notation the negative of xk is written as  

 ∑ −−− ++−=− )1(
_

0

_

22 Nn
knkk bbx  (3. 8)  

where the over score symbol indicates the complement of a bit. From equations 3.2 

and 3.8 we may rewrite the equation 3.7 as 

 ⎥⎦
⎤

⎢⎣
⎡ −−+−−= −−−
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1
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0
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n

knknkkk bbbbx  (3. 9) 

In order to simplify our notation later, it is convenient to define the new vari-

ables  

 0,
_

≠−= nbbc knknkn  (3. 10) 

and 

 ⎟
⎠
⎞⎜

⎝
⎛ −= 0

_

00 kkk bbc  (3. 11) 

where the possible values of the ckn, including n = 0, are C1. Now equation 3.9 may 

be rewritten as  

 ⎥⎦
⎤

⎢⎣
⎡ −= ∑

−

=

−−−
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By substituting (3.12) into (3.1) we obtain  
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where 

 ∑ ∑
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==
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n

aQandcabQ
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)0(
2

)(  (3. 15) 

The Q(bn) has only 2(k-1) possible amplitude Values with a sign that is given by the in-

stantaneous combination of bits. This is consistent with our earlier claim. The 

computation of y is mechanized using a 2K-1 word memory, a one-word initial condi-

tion register for Q(0) , and a single parallel adder/ subtractor with the necessary 

control-logic gates. This is shown in figure 3.2c using the 8-word ROM, which con-

tains the Q(b0). 

 
Table 3. 2: Reduced ROM content for 32 word 
Input code 32-word 

memory content b1n b2n b3n b4n 

0 0 0 0 -1/2 (a1+a2+a3+a4)  =  - 0.74 

0 0 0 1 -1/2 (a1+a2+a3-a4)   =  - 0.63 

0 0 1 0 -1/2 (a1+a2-a3+a4)   =    0.21 

0 0 1 1 -1/2 (a1+a2-a3-a4)    =    0.32 

0 1 0 0 -1/2 (a1-a2+a3+a4)   =  - 1.04 

0 1 0 1 -1/2 (a1-a2+a3-a4)    =  - 0.93 

0 1 1 0 -1/2 (a1-a2-a3+a4)    =  - 0.09 

0 1 1 1 -1/2 (a1-a2-a3-a4)     =    0.02 

1 0 0 0  ½ (a1-a2-a3-a4)     =  - 0.02 

1 0 0 1 1/2 (a1-a2-a3+a4)     =    0.09 

1 0 1 0 1/2 (a1-a2+a3-a4)     =    0.93 

1 0 1 1 1/2 (a1-a2+a3+a4)    =    1.04 

1 1 0 0 1/2 (a1+a2-a3-a4)     =  - 0.32 

1 1 0 1 1/2 (a1+a2-a3+a4)    =  - 0.21 

1 1 1 0 1/2 (a1+a2+a3-a4)    =    0.63 

1 1 1 1 1/2 (a1+a2+a3+a4)   =    0.74 

 
It may noticed from the memory values of table 3.2 that those values in the 

lower half under "Q" are the mirror images of the values in the upper half, but with 

the signs reversed. If we look at the bit patterns in the left-hand column, we find that 

if we XOR b1n, with the remaining set of b2n, b3n and b4n we properly address the 8-
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word memory to pull out the correct values of Q except for the sign. By using the b1n 

as the add/subtract control line for the accumulator input, we also now have the 

proper sign. During the sign-bit time the add/subtract command must be inverted. We 

therefore combine the bln, and Ts signals through an XOR gate in order to derive the 

proper add/subtract control signal. 

The initial-condition memory that contains the value Q(0) is shown on the ex-

treme right side of figure 3.2(c). When the LSBs of the xk are addressing the ROM, 

the value that is read out from the ROM must be corrected by the Q (0) through 

switch SWB, which operates synchronously with switch SWA. This artefact of the bi-

nary-offset system can be seen in equation 3.14. Subsequent values from the ROM are 

summed with the shifted previous sum. As before, we assume zero time delay be-

tween the application of the addressing bits and the availability of the contents of the 

ROM. There is a delay of one clock through the parallel adder, and the switches SWA 

and SWB are in position 2 only for the clock cycle following the sign-bit time when 

Ts = 1. During the first clock cycle, the first output from the ROM, Q(bN-1),is summed 

with Q(0); during the second clock cycle it is right shifted and summed with Q(bN-2) 

to produce Q(bN-2)+ [Q(bN-1)+ Q(O)]2-1 during the third clock cycle it is again right 

shifted and summed with Q(bN-3)to produce Q(bN-2)+ [Q(bN-2)2-1+ Q(bN-2)+ [Q(bN-1)+ 

Q(O)]2-1 up to the Nth clock cycle when we add Q(b0) to the right shifted previously 

computed quantity to produce Q(b0) +Q(b1)2-1+ Q(b2)2-2+ · · · + Q(bN-2)2-(N-2)+ [Q(bN-

1)+ Q(O)]2-(N-1). 

3.3 Oversampling Technique for Analog to Digital Conversion 
As the cost of VLSI chips decreases there is a greater demand on the analog-digital 

interfaces between these VLSI circuits and the analog world. Due to the large number 

of analog-digital interfaces in the VLSI systems, low-cost monolithic MOS analog-

digital conversion techniques have been an important element in reducing the cost of 

the total systems. Also the MOS technology sizes continues to fall which gives rises 

to high speed, programmability and low production cost makes digital signal proces-

sors a more attractive alternative to conventional analog signal processing. To exploit 

the significant computational power, a high resolution analog to digital interfaces us-

ing oversampled concept with particular emphasis on sigma-delta structures [57-62] is 

considered and discussed in next section.  
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3.3.１ Comparison Between Oversampled and Nyquist Rate A/D        

           Converters 
The primary functions of an A/D converter that converts a continuous time analog in-

put signal x(kT) into a sequence of digital code y(kT) at a rate fN is shown in figure 

3.3. To prevent aliasing, the analog filter in front of the sampling block in figure 1 

limits the bandwidth of x(kT) to half the sampling rate. The sampled signal is then 

converted to digital codes y(kT) by the quantizer.  

 
Figure 3. 3: AD converter block diagram 

 

A/D converter architectures [57-59] will now be subdivided into two groups 

based on the sampling rate of the converter as followings:  

a. Nyquist Sampling A/D Converter. 

b. Oversampling A/D Converter. 

The Nyquist rate converters are defined to be converters that sample the ana-

log signal at its Nyquist frequency fN = 2W, where W is the passband of the converter 

input. Oversampled converters are used to denote converters that sample at a much 

higher rate fs >> fN. The ratio of the sampling frequency to the Nyquist rate is defined 

as the oversampling ratio, D. In many applications the bandwidth of the signal is 

small compared to the typical speed of operation available in VLSI circuits and use of 

oversampled A/D converters offers improved resolution while achieving same per-

formance. 

3.3.1.1 Anti-Aliasing 
Nyquist rate converters and oversampled converters differ in two fundamental 

aspects like anti-alias filtering and quantization. In the Nyquist rate converters, the fil-

tering is done before the A/D converter using complex analog filters. In the case of 

oversampled converters the filtering can be done in multiple stages. The analog anti-

aliasing filter preceding the A/D converter has a relaxed requirement as there exists 

large number of undesired states.. The latter stages of filtering for subsequent decima-

tion can be implemented digitally, taking advantage of digital signal processing 

capability provided by the VLSI technology.  
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Figure 3. 4:  Requirements of anti-aliasing filter (a) Nyquist rate ADC (b) Oversampling ADC 

 

From figure 3.4 it can be seen that Nyquist rate converter requires an antialias-

ing filter with very sharp transition in order to provide adequate aliasing protection 

but the transition band of anti-aliasing filter of oversampled A/D converter have much 

wider than its passband. Since anti-aliasing suppression is required only for a small 

band of frequencies around half the sampling rate, fs/2, this simplifies the design of 

antialiasing filter. 

3.3.1.2 Quantization 

If the analog samples can be represented exactly, there is no apparent advan-

tage to sampling at a rate higher than the Nyquist rate. But during the analog to digital 

conversion, quantization has to be performed, resulting in quantization errors. If more 

samples are taken, these errors can be reduced. For example, if the number of samples 

taken per unit time is doubled and each pair of samples produced is averaged to pro-

duce new samples at the original sample rate, the signal component of the samples 

will add linearly while the quantization noise component in the samples will add as 

random variables. If the noise is uncorrelated then the signal to noise ratio will im-

prove by 3 dB. On the other hand, for a Nyquist rate A/D converter quantization is 

performed for every sampling instant at the full precision of the converter.  

3.3.2 Operation of a Simple Sigma-Delta Modulator 
A simple oversampled modulator, called the first-order sigma-delta modulator, is 

shown in figure 3.5. It consists of a summing node, an integrator, and one-bit A/D and 

D/A (Digital to Analog) converters in a feedback loop. Since the integrator has infi-

nite gain at dc, the loop gain is infinite at dc and therefore the dc component or the 

average of the error signal is zero. Consequently, the dc component or the average of 

the output from the DAC (Digital to Analog Converter) [60-64] will be identical to 

the dc component of the input signal. This means that even though the quantization 
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error at every sample is large because a quantizer with only two levels is being used, 

the average of the quantized signal, and therefore the modulator output y(kT), tracks 

the analog input signal x(t). This average is computed by the decimation filter that fol-

lows the converter. In general, the integrator output ramps up and down according to 

the value of the DAC. Correspondingly the 1-bit ADC outputs a bit stream of ones 

and zeros which is a pulse density modulated representation of the input dc value.  

 
Figure 3. 5: Oversampled delta modulator 

 

 In general the amplitude resolution of the converter increases when more 

samples are included in the averaging process, or as the oversampling ratio D in-

creases. However, the bandwidth is decreased at the same time. Consequently, the 

resolution of oversampled A/D converters is a function of ratio of the sampling rate to 

the bandwidth of the converter. The principle of operation for the oversampled A/D 

converters relies on this fundamental trade-off between resolution and time. 

3.3.3 Modulators for Oversampled A/D Conversion 

3.3.3.1 Classification 

The quantizer in an A/D [59-64] converter performs quantization by approximating 

the analog input with the nearest lower level from a set of discrete reference levels. 

The quantization error is defined as the difference between the quantizer input and the 

value of the output. The variance of the quantization noise is a measure of the quan-

tizer resolution and in a Nyquist rate converter is reduced by increasing the number of 

reference levels. In comparison, the oversampled A/D [60-65] converter reduces the 

quantization noise within the signal baseband, for a quantizer with a given resolution, 

through the use of feedback. 

3.3.3.2 Predictive Coders 

The block diagram in figure 3.5 illustrates the basic architecture of a predic-

tive or differential modulator. For a first-order predictive coder, the transfer function 
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H(z) will be an integrator. It works on the principle that if the course of a signal up to 

a certain point in time is known, it is possible to make some inference about its con-

tinuation. This extrapolation process is called prediction. To achieve predictive 

encoding, the value of the present sample is used to calculate the next sample. The 

difference between the actual value and the estimation is quantized by the 1-bit quan-

tizer. The quantized value is then stored in the integrator. Since the error is encoded in 

digital form, to calculate the analog predicted value, a DAC is required in conjunction 

with either an analog or digital integrator. As an analog to digital interface the advan-

tage offered by prediction is that it reduces the dynamic range of the ADC by 

subtracting an estimate (t) from the modulator input x(t). The step size of the quan-

tizer is adjusted to this reduced range, which results in a decrease of the quantization 

noise. 

3.3.3.3 Noise Shaping Coders 

Noise shaping modulators do not reduce the magnitude of the quantization 

noise, but instead shape the power density spectrum of this error, moving the energy 

towards high frequencies. Provided that the analog input to the quantizer is oversam-

pled, the high frequency quantization noise can be eliminated with a digital lowpass 

filter without affecting the signal band. figure 3.5 shows the noise shaping function of 

the first order coder presented in figure 3.6. 

 

Figure 3. 6: Power Spectral density for 1st  order sigma-delta coder 
 

3.3.3.4 Comparison 

Commonly known delta modulators can be used as predictive and noise shap-

ing modulators and, perform an implicit differentiation of the input signal. If there is a 

mismatch between the integrators in the encoder and decoder, the signal can be dis-



Decimation Filter for Hearing Aid Application using Distributed Arithmetic 

 64

torted and delta modulators exhibit slope overload for rapidly rising input signals and 

their performance dependents on the frequency of the input signal. Another type of 

converters denoted as interpolative modulators and these converters combine both the 

prediction and noise shaping techniques. A muitibit DAC is needed in the feedback 

loop that must be accurate because it determines the overall precision of the converter. 

As in the case of predictive coding, the performance of interpolative modulators is 

susceptible to the slope of the input signal. 

Noise shaping modulators encode the signal itself and their performance is in-

sensitive to the rate of change of the signal. When the internal ADC and DAC is 

implemented with a one bit resolution, the modulator is called delta-sigma modulator 

or sigma-delta modulator. A second- order oversampled modulator shown in figure 

3.6 has been selected as an example. Three configurations are shown: a 2nd-order 

noise shaping, a lst-order predictive with lst-order noise shaping or a 2nd-order pre-

dictive converter as shown in figure 3.7. Signal transfer function (STF) and noise 

transfer functions (NTF) for each structure are shown in table 3.3.  

 
Figure 3. 7: Three different structures of ∑∆ modulators 

 
Table 3. 3: Transfer function of three structures 

Structure STF NTF 

A 1 (1-z-1)2

B (1-z-1)-1 (1-z-1)

C (1-z-1)-2 1 
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Each structure has no major difference in terms of performance, but significant 

differences arise in actual VLSI implementation. First of all, integrators in A must be 

realized with analog circuits, the first integrator in B and both integrators in C can be 

realized digitally followed by a DAC. With this arrangement, the number of opera-

tional amplifiers required will be 2, 1, and 0 for A, B, and C, respectively. The 

resolution or number of bits required for the DAC is different. As an example, if we 

assume the oversampling ratio is 128, then the resolution needed for the DAC will be 

1, 6, and 12 for A, B, and C, respectively. In cases B and C, non-idealities introduced 

by the integrators and will limit the linearity of the modulator. For the decimation fil-

ter [62-63], multipliers operating at the oversampling frequency fs are required for the 

cases in B and C. With a second-order high pass quantization noise spectrum the 

highest out-of-band attenuation is required for the decimation filter in A. The differ-

ences between the three cases are now summarized in table 3.4. 
 

Table 3. 4: Comparison among three structures 

Structure A  B C 

Number of analog stage 2 1 0 

DAC resolution 1 medium high 

Complexity of decimation filter large medium small 

High-speed multiplier no yes yes 

Decimation filter attenuation high medium low 

 
3.4 Half-band filter 
Linear-phase FIR half-band filters have found several applications and for instance, in 

the design of sharp cutoff FIR filters, a multistage design based on half-band filters 

[65-66] is very efficient. Half-band FIR digital filters are known to be important due 

to their reduced computational requirements as about 50 percent of the filter coeffi-

cients are zero, thus, cutting down the implementation cost.. They are especially 

valuable when used to decimate or interpolate by a factor of 2, where their character-

istics well match the filtering requirements. Computational savings can also be 

achieved by extending the concept of half-band filters to Nth-band filters for use in 

decimation or interpolation by a factor of N. 
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Let H(z) denotes the transfer function of a (linear-phase, FIR) half-band filter 

of order N – 1, which is given by equation 3.16. 
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These filters are restricted to be of Type 1 (i.e., N - 1 is even and h(n) = h( N - 

1 - n)). The frequency response is thus of the form H(ejω) = e-jω(N -1)/2 H0( ejω), where 

H0(ejω) represents the real-valued amplitude response. A typical plot of H0(ejω) is 

shown in figure 3.8, assuming an equiripple type of design. There is symmetry with 

respect to the half-band frequency π/2, i.e., the band edges are related as 

 p sω + ω = π    (3. 17a) 

And the ripples are related as  

 δ1=δ2=δ                                    (3.17b) 

In view of symmetry the impulse response h(n) satisfies  
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 The simplest way to design equiripple half-band filters is to invoke the widely 

used McClellan-Parks algorithm with the specifications satisfying (3.17a) and (3.17b). 

(If equiripple nature is not a requirement, then window designs are the fastest) The re-

sulting filter satisfies (3.18) with reasonable accuracy.  

 

 
Figure 3. 8: Amplitude response of a half-band FIR filter 

 
  The only disadvantage with this procedure is that those coefficients which are 

supposed to satisfy are treated as unknowns in the optimization, and, accordingly, 

takes more time to design. 

The design time can be reduced considerably by exploiting the partial knowl-

edge about the impulse response coefficients. The technique also leads to a structural 
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interpretation of half-band filters, which enables us to implement these filters in such 

a way that, if the structure has low pass-band sensitivity, then it automatically has low 

stop-band sensitivity as well. (This is significant in view of the fact that low pass-

band and low stop-band sensitivities are often conflicting requirements.) We conclude 

by indicating how the ideas can be extended for Mth band filters (which find applica-

tion in decimation and interpolation filters). Design examples are presented 

demonstrating the significant features of the results. 

In view of equation (3.18), we can assume (N - 1)/2 to be odd. (Indeed, if (N - 

1)/2 were even, then (3.18) would imply h(0) = h( N - 1) = 0; by redefining h(1) to be 

h(0), we can cut down the order to N - 3.) Given the specifications ωp, ωs, and π, let 

us first design a one-band prototype linear-phase filter G(z) of order (N - 1)/2 with 

specifications as shown in figure 3.8. G(z) has a zero at o = rr, since (N - 1)/2 is odd. 

Its passband extends from 0 to 2ωp and the transition band is from 2ωp, to π. If we 

now define 
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then H(z) is a half-band filter, with specifications as in figure 3.9. The conditions 

(3.17a), (3.17b), and (3.18) are satisfied exactly. The impulse response of H(z) is evi-

dently related to that of G(z) by 
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 (3. 20) 

G(z) can be designed with the help of the McClellan-Parks program. This design time 

is considerably lower than the time required to design H(z) directly, since the order of 

G(z) is only  (N - 1)/2. Moreover, for large N - 1, the design-accuracy is better.  
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Figure 3. 9: Amplitude response 

 

 
Figure 3. 10: Normalized frequency 

 
A half-band linear phase FIR filter of order N - 1 = 34, and ωp = 0.4577 is de-

signed using the above method. The magnitude responses of G( ejω) and H( ejω)are 

shown in figure 3.10.  

3.4.1 Low Sensitivity Structures for Half-band Filters 
It is well known that a digital filter structure having low pass-band sensitivity does not 

necessarily have low stop-band sensitivity, and vice versa [67-68]. The coefficient-

sensitivity problem in FIR structures has been analyzed in the past. Based on the no-

tion of structural passivity, certain lattice structures can be used to synthesize low-

sensitivity structures for any arbitrary FIR transfer function. 

The lattice structures satisfy two crucial properties: first, they provide very 

low pass-band sensitivity; second, if the transfer function has linear phase, this linear-

ity is maintained even when the lattice coefficients are quantized. Now assume that 

we first implement the one-band filter G(z) using such a structure. Then G(z) has how 
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pass-band sensitivity. When the lattice coefficients are quantized, the magnitude re-

sponse of the transfer function G,(z) remains very close to G(z). Since G,(z) retains 

linear phase and has odd order (N - 1)/2, it continues to have the zero at w = n despite 

quantization. Suppose we realize H(z) from this structure for G( z) see figure 3.11. 

Then the stop-band response of H(z) is exactly an image of its pass-band response, 

even if the coefficients of the lattice are quantized. Thus, H,(z) (the response of the 

quantized lattice) continues to remain a half-band filter and has low pass-band as well 

as stop-band sensitivities.  

 
Figure 3. 11: Structure of half-band filter 

 

3.5 Decimation 
Fundamental concept that remains behind the digital signal processing is the sampling 

which provides a set of numbers which is an approximation of the original signal. If a 

continuous signal presented by xC(t),  -∞≤ t ≤ ∞ where xC is a continuous function of 

the continuous variable t (t may represent time, space, or any other continuous physi-

cal variable), then the set of samples can be presented as xD(n), -∞≤n≤∞ where the 

correspondence between t and n is essentially specified by the sampling process, i.e., 

 

 n=q(t)    (3.21a) 

Many sampling methods can be used including non-uniform sampling, uni-

form sampling, and multiple function uniform sampling etc [63]. The most common 

form of sampling and the one which is used is the uniform (periodic) sampling in 

which  

 n
T
ttq ==)(    (3.21b) 

i.e. the samples xD(n) are uniformly spaced in the dimension t, occurring nT apart. For 

uniform sampling we define the Sampling period as T and the sampling rate as  

 1F
T

=              (3.22) 
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From above equation there exists a unique relation between xC(t) and xD(n), if 

the sampling period T be chosen to satisfy the requirements of the Nyquist sampling 

theorem and it  determines the convenience, efficiency, and / or accuracy in which the 

signal processing can be performed. In some cases an input signal may already be 

sampled at some predetermined sampling period T and later it can be convert into  

sampled signal with new sample period T’ such that the resulting signal corresponds 

to the same analog function.  

The process of digitally converting the sampling rate of a signal from a given 

rate F = 1/T to a different rate F’ = 1/T is called sampling rate conversion.  When the 

new sampling rate is higher than the original sampling rate the process is generally 

called interpolation and the reverse is called decimation.  Let us take for our design 

the decimation in signal processing. 

3.5.1 Basic Concepts of Sampling rate Conversion  
 

 
Figure 3. 12: Basic process of sampling rate conversion 

 

Figure 3.12 provides a general description of a sampling rate conversion sys-

tem. We are given the signal x(n), sampled at the rate F = 1/T, and wish to compute 

the signal y (m) with a new sampling rate F’= l/T’  assuming that the ratio of sampling 

periods of y (m) and x (n) can be expressed as a rational fraction, i.e.  
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where M and L are integers.  

By visualizing the figure 3.12 sampling rate conversion are inherently linear 

time-varying systems, i.e., gm(n) is the response of the system at the output sample 

time m to an input at the input sample time [ mM/L]-n . Since the system is linear, 

each output sample y(m) can be expressed as  
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From equation 3.24 it can be seen that the system response gm(n) is periodic 

in m with period L ,i.e.,  
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 gm(n) =gm+rL(n), r = 0, ±1, ±2, . . .  (3.25)       

In the trivial case when T’ = T, or L = M = 1, equation 3.25 reduces to simple 

digital convolution the time-invariant equation 

 ( )∑
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n

m nmxngmy )()(   (3.26)    

  Since the period of gm(n) in this case is 1, and the integer part of m- n is the 

same as m-n.  

3.5.2 Sampling Rate Reduction-Decimation by an Integer Factor M  

Consider the process of reducing the sampling rate of x(n) by an integer factor M, 

i.e.,  

 
1

' M
T
T

=          (3.27)    

Then the new sampling rate is F’= F/M. Assume that x(n) represents a full 

band signal, i.e., its spectrum is nonzero for all frequencies fin the range -F/2 ≤ f ≤ 

F/2, with ω= 2πfT, i.e.,  

 ( ) πππωω =≤=≠
2

22,0 FTfTeX j       (3.28)  

except possibly at an isolated set of points. Based on sampling theory, in order to 

lower the sampling rate and to avoid aliasing at this lower rate, it is necessary to filter 

the signal x (n) with a digital low-pass filter which approximates the ideal characteris-

tic  

 ( )
⎩
⎨
⎧ =≤

=
otherwise

MTF
eH j

,0
/2/'2,1~ ππωω       (3.29)   

The sampling rate reduction is then achieved by forming the sequence y(m) by 

extracting every Mth sample of the filtered output. This process is illustrated in figure 

3.13. If we denote the actual low-pass filter unit sample response as k(n), then we 

have  

 ∑
∞

−∞=

−=
n

knxkhnw )()()(            (3.30) 

where w(n) is the filtered output as seen in figure 3.13.  
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Figure 3. 13: Sampling rate reduction by factor M 
 

 
Figure 3. 14: Block diagram typical spectra for sampling rate reduction by factor M 

 

The final output y (m) is then obtained as  

 y(m)=w(Mm)    (3.31)  

as denoted by the operation of the second box in figure 3.13. This block diagram 

symbol, which will be referred to as a sampling rare compressor given by equation 

3.31, figure 3.14 shows typical spectra (magnitude of the Fourier transforms) of the 

signals x(n), h(n), w(n), and y(m) for an M to 1 reduction in sampling rate.  

By combining (3.30) and (3.31) the relation between y (m) and x (n) is of the 

form  

 ∑
∞

−∞=

−=
k

kMmxkhmy )()()(    (3.32)  

which is seen to be a special case of (3.26). Thus for decimation by integer factors of 

M we have  

 gm(n)= g(n)= h (n), for all m and all n.  (3.33)  
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Though gm(n) is not a function of m for this case, it can be seen that  the sys-

tem of (3.33) and figure 3.14(a) is not time-invariant by considering the output signal 

when x(n) is shifted by an integer number of samples. For this case, unless the shift is 

a multiple of M, the output is not a shifted version of the output for 0 shift, i.e.   

 x(n)  →y(m)     (3.34a)   

but  

 x(n-δ) →y(m-δ/M) unless δ=rM     (3.34b)      

To study the nature of the errors in y(m)caused by the imperfect low-pass filter 

let us define a signal  
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i.e., w'(n) = w(n) at the sampling instants of y ( m ) , but is zero otherwise. 

A convenient and useful representation of w'(n) is then  
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where the term in brackets corresponds to a discrete Fourier series representation of a 

periodic impulse train with a period of M samples. Thus we have  

 y(m)=w’(Mm)=w(Mm)     (3.37)     

We now write the z-transform of y(m) as 
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and since w'(m) is zero except at integer multiples of M, equation (3.39) becomes  
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 (3.40)      

Since  

 W(z)=H(z)X(z)                          (3.41)        

We can express 
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Evaluating Y(z) in equation 3.42 on the unit circle, z = eiω, leads to the result  
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where  
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For the sake of comparison, we have designed and implemented a conven-

tional comb-FIR-FIR decimation filter for the same specifications. The filter was 

implemented using Xilinx System-Generator and Matlab which is shown in figure 

3.15. Input to the gatewayin (figure 3.14) is a sampled signal which was sampled at 

1.28 MHz. The gatewayin converts the floating point number into equivalent fixed 

point number which is given as input to decimator. Decimator is followed by two FIR 

filters. The cast block is to convert the one fixed point number to another like a 16 bit 

fixed no to 8 bit fixed number and vice versa. This architecture is implemented using 

DA principle, which results in less hardware and less power consumption compared 

to other decimation filters. 

3.6.1 Filter structure and design 

A sigma-delta ADC generates a bit-stream at a rate of 1.28 MHz. This bit stream 

passes through a decimation filter and is down-sampled to a rate of 20 kHz. The 

specification of the decimation filter is mentioned in table 3.5. We have chosen a pass 

band of 4 kHz because the ear is sensitive to all sounds within 4 kHz [3, 69-71]. The 

filter has a pass band ripple of 0.001, which corresponds to the flat response of the fil-

ter. Since the transition band is a small percentage of the sampling rate, the filter will 

have many taps, and the zeros will be closer to each other causing the filter to be more 

sensitive to noise. The conventional decimation filter is implemented by this method, 

and the proposed system eliminates such problems by using a multistage multirate ap-

proach. We have implemented the decimation filter using a half-band FIR-FIR 

structure. The block diagram of the complete decimation filter is presented in figure 

3.16. 
Table 3. 5: Filter Specification 

 
Decimation factor 16 

Pass band frequency 4 kHz 

Pass-band ripple 0.001 

Cutoff frequency 15 kHz 

Output word length 12 bits 

Output word rate 20 kHz 
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Figure 3. 16: Decimation filter 

 

3.6.2 Implementation of the Comb Filter 

The input of the decimation filter is generated from a sigma-delta modulator running 

at 1.28 MHz. At the sigma-delta modulator output, the out-band signals surrounding 

multiples of sampling frequency alias into the desired band after decimation occurs. 

Comb filter can be designed to present a notch at each of the frequencies that will 

alias to the base-band. Moreover, comb filter needs no multiplier and consists of sim-

ple operations suitable at high frequencies. The comb filter decimates by a factor M as 

given in equation (3.46). 
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The cascade of comb filters decimates the input signal by half the over sam-

pling ratio to simplify the FIR filter computation. The comb filter decimates from 

1.28 MHz to 80 kHz due to a decimation factor of M = 16 [62-64]. The cascaded 

combo filter with a decimation factor 16 is shown in figure 3.17. 

 
Figure 3. 17: Comb filter with decimation factor 16 

 

A corrector filter can compensate distortion in pass band. The attenuation ob-

tained in the current design of comb filter is about 65 dB as shown in figure 3.18. 
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hardware compared to the comb-FIR-FIR filter design. The power consumption is less 

using comb-half band FIR-FIR filter design compared to the comb-FIR-FIR filter. 

Frequency used for calculating power consumption is 1.28 MHz. Table 3.6 shows that 

the proposed decimation filter using Comb-halfband-FIR-FIR architecture requires 

less hardware and contributes to hardware saving and a power saving compared to the 

comb-FIR-FIR architecture as shown in table 3.7. This filter is being implemented in 

Virtex-II pro board from Xilinx and the resource estimator from the system generator 

is to estimates the resources used by the design as given in table 3.6. 

Table 3. 6: Area used 
 

Cells used slices 
Slice flip 

flops 
4-LUT Logic 

Shift 

registers 
IO 

Comb-FIR-FIR 695 1474 773 628 145 22 

Comb-Half band FIR-FIR 639 1174 699 584 115 22 

 
 

Table 3. 7: Power consumption 
 

Decimation Filter Architecture No. taps Power Consumption 

5-stage Comb-FIR-FIR 22 61 mW 

5-stage Comb-Half-band FIR-FIR 11 50 mW 

 

The comb-half-band FIR-FIR decimation filter is designed using Matlab and 

checked for real-time implementation using Simulink. The decimation filter is de-

signed for 6-bit data stream input. The final output of the filter is 13 bits, and the stop 

band attenuation obtained is -65 dB. In addition, the distributed arithmetic multiplier 

is used for implementing in VHDL. The whole system was converted into VHDL 

code and then power was estimated in Xilinx ISE Power analyser tool as shown in ta-

ble 3.7. Specifically, we compare the relative power consumption of two designs; the 

cell usage for each design is obtained using the synthesis report. The proposed deci-

mation filter architecture requires less hardware and contributes to a hardware saving 

compared to the comb-FIR-FIR architecture. 
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4.1 Introduction 
The decimation filter used in designing of a hearing aid has two major disadvantages 

which are  

a. It requires more area for designing in FPGA. 

b. As it is highly serial in nature, it requires more output latency. 

Due to above reasons it consumes more power and we are specifically inter-

ested on lowering the power consumption of digital hearing aids. In this context we 

have used our own customized multiplier while maintaining the overall signal quality 

[76-77] to lower the power consumption.  

Hearing impairment is often accompanied with reduced frequency selectivity 

which leads to a decreased speech intelligibility in noisy environments [72-75]. One 

possibility to alleviate this deficiency is the spectral sharpening for speech enhance-

ment based on adaptive filtering [78-80] by which the intelligibility of the speech 

signal is maintained. Due to area constraints, such algorithms are usually imple-

mented in totally time-multiplexed architectures, in which multiple operations are 

scheduled to run on a few processing units. This work discusses the power consump-

tion in an FPGA implementation of the speech enhancement algorithm. It points out 

that power consumption can be reduced using Booth Wallace multiplier [82]. Several 

implementations of the algorithm, differing only in the degree of resource sharing are 

investigated aiming at power-efficiency maximization. At first an overview of the al-

gorithm is given. Next the realized architectures using booth-Wallace tree multiplier 

are presented. 

4.2 Wallace Tree Multiplier 
Wallace trees are irregular in the sense that the informal description does not specify a 

systematic method for the compressor interconnections [81]. However, it is an effi-

cient implementation of adding partial products in parallel [83]. The Wallace tree 

operates in three steps: 

 Multiply: The multiplication is carried out using Booth Algorithm [82-85] 

which will generate n/2 partial product where n is number of bits of the multi-

plicand. The partial products are generated using the Booth recoding table 

given in table 4.1. 
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Table 4. 1: Booth recoding table 
 

Mri+1 Mr Mri-1 Recoded output 
0 0 0 0 
0 0 1 Y 
0 1 0 Y 
0 1 1 +2Y 
1 0 0 -2Y 
1 0 1 -Y 
1 1 0 -Y 
1 1 1 0 

 Addition: As long as there are more than 3 wires with the same weights add a 

following layer. Take 3 wires of same weight and input them into a full adder. 

The result will be an output wire of same weight. If there are two wires of 

same weight, add them using half-adder and if only one is left, connect it to 

the next layer. 

 Group the wires in two numbers and add in a conventional adder. A typical 

Wallace tree architecture is shown in figure 4.1 below. In the diagram AB0-

AB7 represents the partial products. 

 

Figure 4. 1: Wallace tree multiplier 

Wallace multipliers consist of AND-gates, Carry Save Adders and a Carry Propagate 

Adder or Carry Look-ahead Adder. 

The n-bit CSA consists of disjoint full adders (FA’s). It consumes three-bit in-

put vectors and produces two outputs, i.e., n-bit sum vector S and n-bit carry vector C. 
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Unlike the normal adders [e.g. ripple-carry adder (RCA) and carry-look ahead adder 

(CLA)], a CSA contains no carry propagation. Consequently, the CSA has the same 

propagation delay as only one FA delay and the delay is constant for any value of n. 

For sufficiently large n, the CSA implementation becomes much faster and also rela-

tively smaller in size than the implementation of normal adders. In Wallace multiplier 

carry save adders are used, and one carry propagate adder is used as shown in the fig-

ure 4.2. The basic idea in Wallace multiplier is that all the partial products are added 

at the same time instead of adding one at a time. This speeds up the multiplication 

process. 

 

Figure 4. 2: Implementation of n bit CSA operation 

4.2.1 Fast Adders 
The final step in completing the multiplication procedure is to add the final terms in 

the final adder. This is normally called “Vector-merging” adder. The choice of the fi-

nal adder depends on the structure of the accumulation array [84]. 

4.2.1.1 Carry Save Adder Tree (CSAT) 

Carry Save Adder (CSA) can be used to reduce the number of addition cycles as well 

as to make each cycle faster. Figure 4.2 shows the implementation of the n-bit carry 

save adder. Carry save adder is also called a compressor. A full adder takes 3 inputs 

and produces 2 outputs i.e. sum and carry, hence it is called a 3:2 compressor. In CSA, 

the output carry is not passed to the neighbouring cell but is saved and passed to the 

cell one position down. In order to add the partial products in correct order, Carry 

save adder tree (CSAT) is used. In carry save adder (CSA) architecture, one adds the 

bits in each column of the first three partial products independently (by full adders). 

From there on, the resulting arrays of sum and carry bits and the next partial product 
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are added by another array of full adders [86]. This continues until all of the partial 

products are condensed into one array of sum bits and one array of carry bits. A fast 

adder (carry select or carry look-ahead) is finally used to produce the final answer. 

The advantage of this method is the possibility of regular custom layout. The disad-

vantage of the CSA method is the amount of delay of producing the final answer as 

the critical path is equivalent to first traversing all CSA arrays and then going through 

the final fast adder.  

In contrast, in the Wallace tree architecture, all the bits of all of the partial 

products in each column are added together in parallel and independent of other col-

umns. Then, a fast adder is used to produce the final result similar to the CSA method. 

The advantage of Wallace tree architecture is speed. This advantage becomes more 

pronounced for multipliers that are larger than 16 bits. However, building a regular 

layout becomes a challenge in this case. It can be seen that changing the Wallace tree 

multiplier into a multiplier/accumulator is quite simple. One needs to include the in-

coming data for accumulation in the set of partial products at the input of the Wallace 

tree section; and the Wallace tree will treat it as another Partial product. Also, merg-

ing multiple parallel multipliers and adders is as simple. It only needs to include all 

partial product bits in the same column in the inputs to the Wallace tree adders. 

4.2.1.2 Carry Look Ahead Adder (CLA) 

The concept behind the CLA is to get rid of the ripple carry present in a conventional 

adder design. The ripple of carry produces unnecessary delay in the circuit. For fast 

applications, a better design is required. The carry-look-ahead adder solves this prob-

lem by calculating the carry signals in advance, based on the input signals. It is based 

on the fact that a carry signal will be generated in two cases: 

(a) when both bits Ai and Bi are 1, or  

(b) when one of the two bits is 1 and the carry-in (previous carry) is 1. 

For a conventional adder the expressions for sum and carry signal can be writ-

ten as follows. 

 CBAS ⊕⊕=    (4.1) 

 C = AB + BC + AC (4.2) 
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It is useful from an implementation perspective to define S and Co as func-

tions of some intermediate signals G (generate), D (delete) and P (propagate). G=1 

means that a carry bit will be generated, P=1 means that an incoming carry will be 

propagated to C0. These signals are computed as 

 Gi = Ai.Bi  (4.3) 

 iii BAP ⊕=   (4.4) 

We can write S and C0 in terms of G and P. 

 C0(G,P) = G + PC  (4.5) 

 CPP)S(G, ⊕=   (4.6) 

Lets assume that the delay through an AND gate is one gate delay and through 

an XOR gate is two gate delays. It may be noted that the propagate and generate terms 

only depend on the input bits and thus will be valid after two and one gate delay, re-

spectively. If one uses the above expression to calculate the carry signals, one does 

not need to wait for the carry to ripple through all the previous stages to find its 

proper value. Let’s apply this to a 4-bit adder to make it clear. 

 C1 = G0 + P0.C0 (4.7) 

 C2 = G1 + P1.C1 = G1 + P1.G0 + P1.P0.C0 (4.8) 

 C3 = G2 + P2.G1 + P2.P1.G0 + P2.P1.P0.C0 (4.9) 

 C4 = G3 + P3.G2 + P3.P2.G1 + P3P2.P1.G0 + P3P2.P1.P0.C0 (4.10) 

Notice that the carry-out bit, Ci+1, of the last stage will be available after four delays 

(two gate delays to calculate the Propagate signal and two delays as a result of the 

AND and OR gate). The Sum signal can be calculated as follows, 

 iiiiii CPCBAS ⊕=⊕⊕=  (4.11) 

The Sum bit will thus be available after two additional gate delays (due to the 

XOR gate) or a total of six gate delays after the input signals Ai and Bi have been ap-

plied. The advantage is that these delays will be the same independent of the number 

of bits one needs to add, in contrast to the ripple counter. The carry look-ahead adder 

can be broken up in two modules: (i) the Partial Full Adder, which generates Si, Pi and 

Gi and (ii) the Carry Look-ahead Logic, which generates the carry-out bits. 
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In the Booth-Wallace tree multiplier we have used CSA as it is a multi-bit op-

erand adder and the delay in each stage of the multiplier is only delay of one full 

adder.  But carry look-ahead adder is a two operand adder and can  not be used as 

multi bit operand adder as carry propagates to next stage.  

4.3 Adaptive lattice filter 
The adaptive lattice filter [76-77, 88-90] consists of three parts and these are  

a. Adaptive decorrelator 

b. Analysis filter (lattice filter) 

c. Synthesis filter(lattice structure) 

4.3.1 The Adaptive Decorrelator 

An adaptive filter is a filter that adjusts its transfer function according to an optimiz-

ing algorithm. Because of the complexity of the optimizing algorithms, most adaptive 

filters are digital filters that perform digital signal processing and adapt their perform-

ance based on the input signal used. 

The adaptive process involves the use of a cost function, which is a criterion 

for optimum performance so that the filter coefficients adjusted to minimize the cost 

on the next iteration [3]. The block diagram for such filter is presented in figure 4.3 

that serves as a foundation for particular adaptive filter realizations, such as Least 

Mean Squares (LMS), Recursive Least Squares (RLS) or steepest descent algorithm 

etc. The idea behind the block diagram is that a variable filter extracts an estimate of 

the desired signal.  

 

Figure 4. 3: Block diagram of an adaptive filter 
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The structure presented in figure 4.3 is described now. We take the following 

assumptions: 

1. The input signal is the sum of a desired signal d(n) and interfering noise v(n) 

 x(n) = d(n) + v(n)  (4.12) 

2. The variable filter has a Finite Impulse Response (FIR) structure. For such struc-

tures the impulse response is equal to the filter coefficients. The coefficients for a 

filter of order p are defined as 

 Wn(0)=[wn(0),wn(1),…wn(p)] T  (4.13) 

3. The error signal or cost function is the difference between the desired and the esti-

mated signal. 

 (n)dd(n)e(n)
^

−=  (4.14) 

The variable filter estimates the desired signal by convolving the input signal with the 

impulse response. In vector notation this is expressed as 

 (n)X(n)Wd(n) T=   (4.15) 

where 

 x(n)=[x(n), x(n-1),………..,x(n-p)]T  (4.16) 

is an input signal vector. Moreover, the variable filter updates the filter coefficients at 

every time instant 

 Wn+1=Wn+ ∆Wn  (4.17) 

where Δwn is a correction factor for the filter coefficients. The adaptive algorithm 

generates this correction factor based on the input and error signals. LMS and RLS 

define two different coefficient update algorithms. The speech signal to be transmitted 

is spectrally masked by noise. By using an adaptive filter, we can attempt to minimize 

the error by finding the correlation between the noise at the signal microphone and the 

(correlated) noise at the reference microphone. In this particular case the error does 

not tend to zero as we note the signal d(k) = x(k) + n(k) whereas the input signal to 

the filter is x(k) and n(k) does not contain any speech [72]. Therefore it is not possible 

to "subtract" any speech when forming e(k)=d(k)-d(n) . Hence in minimising the 

power of the error signal e(k) we note that only the noise is removed and e(k) =~ x(k). 
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Figure 4. 4: Adaptive gradient lattice filter 

Figure 4.4 depicts the structure of the adaptive gradient lattice decorrelator. 

The illustration shows three stages only with indices 1, i and m. good results typically 

require a filter order m where m can vary from 8 to 10 for speech sampled at 8 kHz. 

The output signal with vanishing autocorrelation is computed on the upper signal path 

by subtracting from the input sample suitable fractions of the signal values on the 

lower path. The multipliers K1,K2………..Km are iteratively computed  as in equation 

4.18. 

 Ki[n]:=Ki[n-1]+ΔKi[n]  (4.18) 

at every sampling interval n. the details of this process are illustrated in figure 4.4 for 

the i-th stage. Input and output values on upper and lower signal path to and from the 

ith stage contribute to the computation of the update value ΔKi. 

Both output values are multiplied with the input values on the opposite path 

and then summed up to form the numerator in the subsequent computation of the up-

date value. The denominator σ2 is iteratively computed.  

 σ2:=e. σ2[n-1]+ Δ σ2[n] (4.19) 
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The incremental value equals the sum of the two squared input values. The it-

erative computation of the denominator defines an exponentially decaying window 

which progressively decreases the influence of past contributions. 

The computationally expensive division yields fast converging filter coeffi-

cients ki independent of the varying input signal power level. This remarkable 

property is indispensable for good enhancement results. It is also clear contrast to 

simpler algorithms replacing the division by a multiplication with a small conver-

gence constant 0<μ<<1. The longest delay through a string of lattice filters extends 

from the output of the storage element in the first lattice filter, through a multiplica-

tion with the first reflection coefficient, and then through an addition for each stage of 

the lattice filter until the output is produced in the final stage. For a large number of 

lattice filter stages, this longest delay can be reduced by a lattice filter optimization 

for speed which defers the final carry propagating addition until after the final lattice 

filter stage. This requires the transmission of an additional value between lattice filter 

stages. The multiplication process is speeded up using booth multiplier and the accu-

mulation process is done faster using the Wallace multiplier. 

4.3.2 The Analysis Filter 

The analysis filter H(z)=[1-A(z/β)] is illustrated in figure 4.5. Its structure [3, 78-80] 

is similar to that of the adaptive decorrelator shown in figure 4.4. The only difference 

is the multiplication with the filter parameter β following every shift element z-1 on 

the lower signal path. Furthermore, the analysis filter does not need a separate cir-

cuitry for coefficient update. It instead requires and therefore copies the filter 

coefficients K1, K2…..Km computed by the unmodified (β =1) filter structure, i.e., the 

adaptive decorrelator. 

 

Figure 4. 5: Analysis filter (1-A(z/β), x(n) is input and y’(n) is output 
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Figure 4. 6: Single stage of analysis filter 

The two mathematical equations for the single stage analysis filter as shown in 

figure 4.6 are 

 fm(n) = fm-1(n)-kmbm-1(n-1) (4.20) 

 bm(n) = bm-1(n-1)-kmfm-1(n) (4.21) 

Some characteristics of the Lattice predictor are  

 It is the most efficient structure for generating simultaneously the for-

ward and backward prediction errors. 

 The lattice structure is modular: increasing the order of the filter re-

quires adding only one extra module, leaving all other modules the 

same. 

 The various stages of a lattice are decoupled from each other in the fol-

lowing sense: The memory of the lattice (storing b0(n ¡ 1); : : : ; 

bm¡1(n ¡ 1)) contains orthogonal variables, thus the information con-

tained in x(n) is splitted in m pieces, which reduces gradually the 

redundancy of the signal. 

 The similar structure of the lattice filter stages makes the filter suitable 

for VLSI implementation.  

Lattice filters typically find use in such applications as predictive filtering, 

adaptive filtering, and speech processing. One desirable feature of lattice filters are 

their use of reflection coefficients as the filter parameter. Algorithms exist to compute 

reflection coefficients to obtain the optimal linear filter for a given filter order. Reflec-

tion coefficients have the additional property that for some applications, the optimal 

reflection coefficients remain unchanged when going from a lower order filter to a 
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higher order filter. Thus, when adding additional filter stages, only the reflection coef-

ficients for the added stages need to be computed. The straight forward 

implementation of a lattice filter would be composed of two multipliers, two adders 

and a latch per lattice filter stage as shown in figure 4.6. The longest timing path to 

the output of a string of lattice filters starts at the multiply of the first lattice filter 

stage and propagates through the adders of each lattice filter stage. The delay for an n 

stage conventional lattice filter is equal to the delay of one multiply and n CLAs. The 

modification with filter parameter β causes the analysis filter to produce an output 

signal with reduced formants instead of a signal with completely flat spectral enve-

lope as produced by the adaptive decorrelator. 

4.3.3 The Synthesis Filter 

When considering IIR filters, the direct form filter is the common structure of choice. 

This is true, in general, because when designing an algorithm which adapts the pa-

rameters ak and bk, the coefficients of the difference equation, described below, are 

manipulated directly. 

Yk+a1Yk-1+- - - - - - - - - - - - +amYk-m=b0Uk+b1Uk-1+- - - - - - +bmUn-m (4.22) 

Some problems exist in using the direct form filter for adaptive applications. 

First of all, ensuring stability of a time-varying direct form filter can be a major diffi-

culty. It is often computationally a burden because the polynomial, A(z), made up of 

the ak parameters, must be checked to see if it is minimum phase at each iteration. 

Even if the stability was assured during adaptation, round off error causing limit cy-

cles can plague the filter. Parallel and cascade forms are often used as alternatives for 

direct form filters. These consist of an interconnection of first and second order filter 

sections, whose sensitivity to round off errors tends to be less drastic than for the di-

rect form filter. Since the filter is broken down into a factored form, the round off 

error associated with each factorization only affects that term. In the direct form filter, 

the factors are lumped together so that round off error in each term affects all of the 

factors in turn. 

A larger problem exists for both parallel and cascade forms: the mapping from 

transfer function space to parameter space is not unique. Whenever the mapping from 

the transfer function space to the parameter space is not unique, additional saddle 

points in the error surface appear that would not be present if the mapping had been 
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unique. The addition of these saddle points can slow down the convergence speed if 

the parameter trajectories wander close to these saddle points. For this reason, these 

filter forms are considered unsuitable for adaptive filtering. 

A tapped-state lattice form has many of the desirable properties associated 

with common digital filters and avoids the problems discussed above. Due to the 

computational structure, the round off error in this filter is inherently low. 

Direct implementation of the IIR filter can lead to instabilities if it is quantized. The 

filter is stable using the following structure [3, 78-81, 86-87,91]. The structure of the 

synthesis filter H(z)=[1-A(z/γ)]-1 is shown in figure 4.7. The synthesis filter also re-

quires and copies the filter coefficients K1, K2,……Km from the adaptive decorrelator 

at every sampling interval. The structure in figure 4.7 also shows a synthesis filter 

modified by the multiplication with the filter parameter γ succeeding every shift ele-

ment z-1 on the lower signal path. The unmodified synthesis filter (γ=1) restores the 

original formants in the output when a signal with flat spectral envelope is fed to its 

input. The modification with a parameter value less than unity causes the synthesis fil-

ter to produce an output signal with partially restored formants only. The spectral 

sharpening effect results from a suitable choice of both filter parameters 0<β<γ<1. 

Experiments with one adaptive filter only failed in producing satisfactory speech en-

hancement results.  

Figure 4. 7: Synthesis filter, y’(n) input and y(n) is output 
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Figure 4. 8: Single stage of sysnthesi filter. 

The two mathematical equations for the single stage synthesis filter are shown below. 

 fm(n) = fm-1(n)-kmbm-1(n-1) (4.23) 

 gm(n) = gm-1(n-1)-kmfm-1(n) (4.24) 

The computational complexity of a digital filter structure is given by the total 

number of multipliers and the total number of two input adders required for its im-

plementation which roughly provides an indication of its cost of implementation. The 

synthesis filter is stable if the magnitudes of all multiplier coefficients in the realiza-

tion are less than unity i.e. - 1<Km<1 for m=M, M-1,M-2, …1,0. 

4.4 Hearing Aid Design 

4.4.1 Spectral Sharpening For Speech Enhancement 

Speech enhancement usually results from adaptively filtering the noise reference sig-

nals and subsequently subtracting them from the primary input. However, a procedure 

for speech enhancement based on a single audio path is presented here. It is therefore 

applicable for real world situations. An example of such a situation is using hearing 

aid equipment. The hearing impaired person could place additional microphones close 

to noise sources only rarely. Current hearing aid equipment are used for filtering and 

amplifying the speech signal, this suggests that hearing impairment is just a more or 

less reduced sensitivity to sound pressure in various frequency intervals. This view 

however neglects the loss of frequency discrimination which can be efficiently com-

pensated by the spectral sharpening technique presented. The  idea of spectral 

sharpening originates from the adaptive post filtering method in modern speech cod-

ing schemes at bit rates around 8 kb/s and lower [85]. With these algorithms speech is 

encoded segment by segment. The linear prediction filter is any way computed in 

every speech segment for the encoding process as  
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 A(z)=a1z-1 + a2z-2+…..+ amz-m (4.25) 

and post- filtering with the transfer function  
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=  (4.26) 

and constant filter parameters 0<β<γ<1 is subsequently performed with a moderate 

computational increase. 

 

Figure 4. 9: Block diagram of spectral sharpening for speech enhancement. 

Figure 4.9 shows the block diagram of spectral sharpening of speech sharpen-

ing [78-80] for speech enhancement. The speech signal x[n] from the microphone 

splits into three distinct paths. The signal on the lowest path passes through the analy-

sis filter [1-A(z/β)] and subsequently through the synthesis filter [1-A(z/γ)]-1. Both 

filters are implemented as lattice filters with the analysis and synthesis structures re-

spectively. They both require the identical set of reflection coefficients K1, K2,…..Km. 

where m represents the number of stages which is updated in every sampling interval 

by the adaptive decorrelator shown on the middle path of figure 4.3. The filter pa-

rameters β and γ do not vary with time. 

A high pass filter 1-αz-1 is shown in front of the adaptive decorrelator, where 

x=1 may be chosen for simplicity. The high pass filter is used in order to compensate 

the spectral tilt of natural speech: the average power of the speech signal decreases 

above 1 KHz at a rate of ~ 10 db per octave. The adaptive transfer function in equa-

tion (4.26) enhances this spectral tilt even more when the filter coefficients 
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K1,K2,……..Km are computed from the speech signal x[n] directly. Efficient speech 

enhancement requires however that the various formants are more or less uniformly 

emphasized, regardless of their relative power level. This is possible with the use of 

the high pass filter. It compensates at least partially the original spectral tilt.  

The decorrelator on the middle signal path of the figure is an adaptive gradient 

lattice filter. It produces an output signal with vanishing autocorrelation by updating 

its filter coefficients in every sampling interval to the continuously changing input 

signal characteristics. The output signal is not required in this application, however. 

The updated filter coefficients K1, K2……Km are of interest only for the use in the 

analysis and synthesis filter. 

4.4.2 Spectral Sharpening for Noise Reduction 

The block diagram of the spectral sharpening process for noise reduction is illustrated 

in figure 4.10. The arrangement of adaptive decorrelator, analysis and synthesis filters 

agrees with the previous block diagram in figure 4.9, however there various differ-

ences like 

1. no loudness control,. 

2. the input signal x[n] goes directly to the adaptive decorrelator, and 

3. a high pass filter precedes the analysis and synthesis filters. 

1
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1
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The reasons for these differences are as follows.  

As mentioned in the previous section the spectral sharpening process 
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introduces a signal dependent amplification, signal segments with strong formant 

structure are amplified more than segments with a rather flat spectral envelop. In the 

sequel it is assumed that back ground noise is the major source for signal degradation 

and that its spectrum reveals relatively flat resonances only. Speech segments with 

strong resonances clearly profit in this situation. They experience a remarkable ampli-

fication compared to noisy segments. The loudness compensation of the previous 

block diagram is consequently omitted in order to preserve this effect. 
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Figure 4.10: Block diagram of spectral sharpening by noise reduction 

Best results require that the input signal is directly fed to the adaptive decorre-

lator. Only negligible amplification is then applied to noisy signal segments as a 

consequence of their assumed approximately flat spectrum [89, 91]. The spectral 

sharpening process further enhances the spectral tilt of speech when the filter parame-

ters are estimated from the speech signal without prior compensation. 

The high pass filter which preceded the adaptive decorrelator in the figure 4.9 

has been shifted to the bottom signal path in figure 4.10 in order to avoid the scheme 

from producing a dull sound. 

4.4.3 High Pass Filter 

In signal processing, there are many instances in which an input signal to a system 

contains extra unnecessary content or additional noise which can degrade the quality 

of the desired signal. In such cases we may remove or filter out the useless samples. 

For example, in the case of the telephone system, there is no reason to transmit very 

high frequencies since most speech falls within the band of 700 to 3,400 Hz. There-

fore, in this case, all frequencies above and below that band are filtered out. The 

frequency band between 700 and 3,400 Hz, which isn’t filtered out, is known as the 

pass band, and the frequency band that is blocked out is known as the stop band. FIR, 

Finite Impulse Response, filters are one of the primary types of filters used in Digital 

Signal Processing [3]. FIR filters are said to be finite because they do not have any 

feedback. Therefore, if an impulse is sent through the system (a single spike) then the 

output would invariably become zero as soon as the impulse runs through the filter. 
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There are a few terms that are used to describe the behaviour and performance of FIR 

filter. These are  

• Filter Coefficients - The set of constants, also called tap weights, used 

to multiply against delayed sample values. For an FIR filter, the filter 

coefficients are, by definition, the impulse response of the filter. 

• Impulse Response – A filter’s time domain output sequence when the 

input is an impulse. An impulse is a single unity-valued sample fol-

lowed and preceded by zero valued samples. For an FIR filter the 

impulse response of a FIR filter is the set of filter coefficients. 

• Tap – The number of FIR taps, typically N, tells us a couple things 

about the filter. Most importantly it tells us the amount of memory 

needed, the number of calculations required, and the amount of "filter-

ing" that it can do. Basically, the more taps in a filter results in better 

stop band attenuation (less of the part we want filtered out), less ripple 

(less variations in the pass band), and steeper roll off (a shorter transi-

tion between the pass band and the stop band). 

• Multiply-Accumulate (MAC) – In the context of FIR Filters, a "MAC" 

is the operation of multiplying a coefficient by the corresponding de-

layed data sample and accumulating the result. There is usually one 

MAC per tap. 

 

Figure 4. 11: General causal FIR filter structure 

Figure 4.11 gives the signal flow graph for a general finite-impulse-response 

filter (FIR). Such a filter is also called a transversal filter, or a tapped delay line. The 

implementation is one example of a direct-form implementation of a digital filter. The 

impulse response h(n) is obtained at the output when the input signal is the impulse 
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signal δ=[1 0 0 0…]. If the kth tap is denoted bk, then it is obvious from figure 4.11 

above that the impulse response signal is given by 
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In other words, the impulse response simply consists of the tap coefficients, pretended 

and appended by zeros.  

Convolution Representation of FIR filters: 

It may be noted that the output of the kth delay element in figure 4.11 is x(n-

k),k=0,1,2…..m , where x(n) is the input signal amplitude at time n. The output signal 

y (n) is therefore 

Y(n)=b0x(n)+b1x(n-1)+b2x(n-2)+...........+bM x(n-m) 
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Where we have used the convolution operator ‘*’ to denote the convolution of h(n) 

and x(n), as defined in above equation. An FIR filter thus operates by convolving the 

input signal x(n) with the filter's impulse response h(n).The transfer function of an 

FIR filter is given by the z transform of its impulse response. 
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Thus, the transfer function of every length N=M+1 FIR filter is an Mth order polyno-

mial in Z. 

The order of a filter is defined as the order of its transfer function. It may be 

noted from figure 4.11 that the order is also the total number of delay elements in the 

filter. When the number of delay elements in the implementation is equal to the filter 

order, the filter implementation is said to be canonical with respect to delay. It is not 

possible to implement a given transfer function in fewer delays than the transfer func-

tion order, but it is possible (and sometimes even desirable) to have extra delays. 

Figure 4.12 shows the magnitude response of a FIR high pass filter with cutoff 

frequency of 700 Hz. The sampling frequency considered here is 8000 Hz. For exam-
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ple the following figure 4.12-4.14 presents the simulation of high pass filter with 5 

coefficients.  

 

Figure 4. 12: Magnitude response of an high pass FIR filter (cut off frequency 700HZ) 

 

Figure 4. 13: Phase response of a high pass FIR filter (cut off frequency 700HZ). 

 

Figure 4. 14: Impulse response of a high pass FIR filter (cut off frequency 700HZ). 

4.5 Experimental results and conclusion 

4.5.1 Spectral Sharpening for Speech Enhancement – Simulation Result 

Validation of the proposed filter was conducted using simulation tool. MATLAB 

v7.01 was used as platform. Speech signal constituting of  26000 samples at  8k sam-

ples/sec  was generated using wave recorder of windows and captured as a Matlab 

data file. This constitutes 3.25s of voice data. The waveform generated is presented in 
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figure 4.15. The peak value of the signal generated is 275 mV. This signal formed the 

input to the hearing aid appliance. The output of a single stage is presented in figure 

4.16 for β=0.04, γ=0.6 and μ=0.98. From the observation of the filter output it is seen 

that the output amplitude is nearly 600 mV. The single stage output with the filter pa-

rameters, β=0.4, γ=0.6 and μ=0.98 is presented in figure 4.17. In this case, peak 

amplitude is 390 mV which constitute a gain less than 2.  

 

Figure 4. 15: Waveform of the 26000 sample speech input 

 

Figure 4. 16: Waveform of the 26000 sample hearing aid output using parameters 

β=0.04,γ=0.6,μ=0.98 

 

Figure 4. 17: Waveform of the 26000 sample hearing aid output using parameters 

β=0.4, γ=0.6, μ=0.98 
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Following this; the performance of a 8 stage filter is observed. The filter out-

put for β=0.04, γ=0.6, μ=0.98 and β=0.4, γ=0.6 and μ=0.98 are presented in figure 

4.18 and figure 4.19 respectively. From figure 4.15 and figure 4.18, it is seen that out-

put is more than double.  Considering the superior performance of the 8 stage filter 

output over single stage filter, a8 stage is used for hardware implementation. 

 

Figure 4. 18: Waveform of the 26000 sample  hearing aid output using parameters 
β=0.04,γ=0.6,μ=0.98. 

 

 

Figure 4. 19: Waveform of the 26000 sample hearing aid output using parameters 
β=0.4,γ=0.6,μ=0.98 

4.5.2 FPGA based SIMULATION RESULTS. 

4.5.2.1 Multipliers 

The table below compares the cell usage of the three multipliers (SHIFT/ADD, 

Booth’s and Booth-Wallace multiplier) for 8 bit by 8 bit multiplication and 16 bit by 

16 bit multiplication. From the table we can see that the booth Wallace multiplier uses 

less hardware compared to that of the shift/add multiplier and booth multiplier. The 

details are given table 4.2. 
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Table 4. 2:  Cell used for the three Multipliers in virtex2p 

Cell Usage Shift/add 
multiplier 
(8x8) 

Shift/add 
multiplier 
(16x16) 

Booth 
multiplier 
(8x8) 

Booth 
multiplier 
(16x16) 

Booth 
Wallace 
multiplier 
(8x8) 

Booth 
Wallace 
multiplier 
(16x16) 

BELS 240 1000 333 975 167 697 

LUT-1 1 1 0 0 0 0 

LUT-2 14 1 37 36 5 9 

LUT-2 34 186 28 66 51 234 

LUT-4 74 290 116 399 83 328 

MUXCY 56 240 64 228 0 0 

MUXF5 11 27 14 2 28 126 

XORCY 49 225 61 219 0 0 
 

Table 4. 3: Power consumption and Delay for two multipliers with 8x8 bits 

Cells used Slices 4-LUT IO Delay Power consumption 

Booth multiplier 109 192 32 24.41 ns 5 mW 

Booth Wallace 
multiplier 

76 139 32 20.62 ns 3 mW 

From the table 4.3 we can see that the using the booth Wallace multiplier con-

sumes less power compared to the booth multiplier and also that booth Wallace 

multiplier is faster than booth multiplier. Hence the Booth Wallace multiplier [82, 86, 

88] is used for hearing aid design in VHDL in this investigation. The table 4.4 gives 

area used by the two multipliers. From this it can be seen that the booth Wallace tree 

multiplier uses less hardware than other. 

Table 4. 4: Cell usage for hearing aid component in virtex2p 

Cells used Slices Slice  
flip flops 

4-LUT Logic Shift 
registers 

IO 

Booth multiplier 2684 183 5003 4979 24 32 

Booth Wallace Multiplier 2583 196 4885 4866 19 32 
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4.5.2.2 Spectral Sharpening for Speech Enhancement in vhdl 

The amplitude values of the speech signal sampled at 8 kS/s is rounded to 8 bits and 

stored in a text file for VHDL simulation. The hearing aid is designed in VHDL and is 

tested using different multipliers. The first 250 samples are taken as input for the 

hearing aid in VHDL .The output obtained through simulation is stored in a text file. 

The text file is read in MATLAB and is plotted as shown in the figure 4.22. The pa-

rameters used in VHDL are β=0.04,γ=0.6, μ=0.98. 

 

Figure 4. 20: Comparision of input speech signal with output using vhdl for 250 samples 

 

Figure 4. 21: Comparison of the MATLAB output speech signal with the  
output obtained using VHDL for 250 samples 

From the figure we can see that the output obtained using VHDL is slightly 

less in magnitude than MATLAB output. This is due to rounding of the values and 
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due to fixed point multiplication. But from the figure 4.23 we see that the VHDL out-

put follows the MATLAB output. The table below shows the resource utilization 

summary and power consumed by the two designs using different multipliers. 

Table 4. 5: FPGA resources used and power of hearing aid design 
 

Design name Slice 
used out 
of 3008 

4-LUTs 
used out 
of 6016

Slice FFs
used out 
of 6016

Shift 

registers

Logics IO used 
out of 348 

Power con-
sumption 

High pass filter 
using Booth mul-
tiplier 

241 

(7%) 

446 

(7.4%) 

41 

(<1%) 

- - 25 

(7%) 

- 

Synthesis filter 175 

(5.8%) 

323 

(5.3%) 

32 

(<1%) 

- - 41 

(11%) 

- 

Decorrelator 164 

(5.4%) 

292 

(4.9%) 

104 

(1.7%) 

- - 40 

(11%) 

- 

Hearing aid using 
Booth multiplier 

2684 

(89%) 

5003 

(83%) 

183 

(3%) 

24 4979 32 

(9.5%) 

40 mW 

Hearing aid using 
Booth Wallace 
multiplier 

2583 

(85%) 

4885 

(81%) 

196 

(3.3%) 

19 4866 33 

(9.5%) 

30 mW 

4.5.3 Conclusions 
The speech enhancement system as depicted in figure 4.9 is implemented using 

Booth-Wallace tree multiplier and power calculation of the entire system is done us-

ing Xilinx Xpower Analyser. From the figure 4.21 it can be seen that FPGA based 

design results match with the Matlab output. Also referring to table 4.5 we can see 

that the power consumed by the hearing aid with Booth Wallace tree multiplier is less 

than the hearing aid using Booth multiplier which is about 25% less. So it can be in-

ferred that the hearing aid using Booth Wallace tree multiplier is a better design on 

low power perspective. Furthermore, in terms of slice count the hearing aid using 

Booth-Wallace multiplier scores over hearing aid using Booth multiplier (uses 4 % 

less slices) that is evident from FPGA resource used by two different architectures. 

Therefore, Booth-Wallace tree multiplier is a better candidate compared to Booth 

multiplier while choosing multiplier architecture for hearing aid design.
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5.1 Introduction 

In the chapters III and IV we have designed hearing aids using Decimation filters de-

sign using Distributed Arithmetic and Adaptive hearing aid using Booth-Wallace 

multiplier respectively. We find the performance of the adaptive filter is better than 

the decimation filter. In both the cases our focus is on reduction of power. 

It has been seen that only 40% power is reduced in case of the adaptive filter 

when compared to decimation filter. We have so far concentrated mainly on algo-

rithmic approach of power reduction. Now we proceed to integrate both circuit level 

and algorithmic level power reduction technique to apply to our problem of hearing 

aid design. In this chapter we focus on FIR filter which is the primary component of 

hearing aid design. Here in this design FDF (Folded Direct Form) of FIR filter struc-

ture is adopted. We have additionally focused on the clocking strategy to reduce 

glitches that facilitates power reduction; a novel circuit for latch is also proposed. This 

clocking strategy in conjunction with the latch is adapted for the FIR filter structure 

that is used for hearing aid. 

5.2 FIR Filters 
Finite impulse response (FIR) filtering is one of the most commonly used DSP func-

tions. It is achieved by convolving the input data samples with the desired unit 

impulse response of the filter [3]. The output y(n) of an N tap FIR filter is given by 

the weighted sum of latest N input data samples 

 ∑
=

−=
N

i

inxiAny
0

][][][  (5.1) 

The weights A[i] in the equation 1 are the filter coefficients. The number of 

taps (N) and the coefficient values are derived so as to satisfy the desired filter re-

sponse in terms of pass-band ripple and stop-band attenuation. FIR filters with 

symmetric coefficients A[i] = A[N-1-i] have a linear phase response (0 group delay) 

and are hence an ideal choice for applications requiring minimal phase distortion. A 

general FIR filter architecture is shown in figure 5.1. 
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Figure 5. 1: Tap delay line filter or transversal FIR filter 

 
The input is shifted through 8 registers (taps). Each output stage of a particular 

register is multiplied by a known coefficient. The resulting outputs of the multipliers 

are then summed to create the filter output. Note that the coefficients are symmetric 

about the centre taps. This is true for a linear phase response FIR filter as stated above. 

So this will allow us to “fold” (folding is an operation done by replacing the inde-

pendent variable n by –n. it is the reflection of the signal about the time origin n=0. 

This is done while convolving the signal with another). The filter in half as shown in 

figure 5.2 thus reduces the amount of multipliers to half. 

 
Figure 5. 2:  Folded direct form FIR filter architecture 
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5.3 Hearing Aid structure 

The test circuit taken for various clocking scheme applied to the front end of a noise 

suppression circuit combines signals from two microphones. Such circuits find appli-

cations in hearing aids to augment speech intelligibility. A block diagram is shown in 

figure 5.3. The two FIR filters (see inset in figure 5.2) are implemented in fixed-point 

arithmetic (quantization details and coefficients are also shown in figure 5.3) and 

make use of standard low-power techniques, such as hybrid number representation, 

sign-magnitude (SM) in the multiplication, 2's complement (2'sC) for the rest, pre-

addition, and register files (as opposed to shift registers where data samples turn in 

circles [93, 97, 104, 117-118]. 

 
Z-6

FIR Filter

++

-

Input Data 
Memory

2'sC -> SM

SM ->2'sC 

Accumulator

Pre-adder
input

Output

Output

(2,6)

(3,6)

(3,6)

(3,13)

Coeff LUT
(1,7)

(3,13)

(2,6)(3,13)

(3,13)

mic1

mic2

 
 

Figure 5. 3: Block diagram of front end hearing aid 
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5.4 Clocking Strategy 

Proper timing and clock system design are one of the most critical components in 

digital system. In digital system the clock designates the exact moment when the sig-

nal is to change as well as its final value is to be captured, when the logic is active or 

inactive. Finally, all the logic operations have to finish before the tick of the clock and 

the final values of the signals are being captured at the tick of the clock. Therefore, 

the clock provides the time reference point which determines the movement of data in 

the digital system [94-96, 98-102, 108-116].  

5.4.1 Clock Signals 

Clocks are defined as pulsed, synchronizing signals that provide the time reference for 

the movement of data in the synchronous digital system. The clocking in a digital sys-

tem can be either single phase, multi-phase (usually two-phase) or edge-triggered, as 

shown in figure 5.4. The dark rectangles in the figure represent the interval during 

which the bi-stable element samples its data input. Figure shows the possible types of 

clocking techniques and corresponding general finite-state machine structures: 

a) Single-phase clocking and single-phase latch machine, figure 5.4 (a) 

b) Edge-triggered clocking and flip-flop machine, figure 5.4 (b) 

c) Two-phase clocking and two-phase latch machine with single latch fig-

ure 5.4 

d) Two-phase clocking and two-phase latch machine with double latch fig-

ure  5.4 (d) 
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Figure 5. 4: System clocking waveforms and general finite-state machines structures 

 
In figure 5.4 (c) and (d), Wj is the pulse width of the phase j and gij is the inter-

phase gap from phase i to phase j; if gij > 0 ⇒ two-phase, non-overlapping, if gij < 0 

⇒ two-phase, overlapping clocking scheme. The multi-phase design typically extends 

to three, but not more than four non-overlapping phases. Two non-overlapping clocks 

provide most reliable and robust clocking system that fits well into the design for test-

ability methodology. 

5.4.1.1 Clock Distribution 

The two most important timing parameters affecting the clock signal are: (a) Clock 

Skew and (b) Clock Jitter. Clock Skew is a spatial variation of the clock signal as dis-

tributed through the system shown in figure 5.5. It is caused by the various RC 

characteristics of the clock [94-96, 98-102, 108-116] paths to the various points in the 

system, as well as different loading of the clock signal at different points on the chip. 

Clock Jitter is a temporal variation of the clock signal with regard to the refer-

ence transition (reference edge) of the clock signal as illustrated in Figure 5.5. Clock 

jitter represents edge-to-edge variation of the clock signal in time. As such clock jitter 

can also be classified as: long-term jitter and edge-to-edge clock jitter, which defines 

clock signal variation between two consecutive clock edges. In the course of high 

speed logic design we are more concerned about edge-to-edge clock jitter because it is 
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this phenomenon that affects the time available to the logic. Typically the clock signal 

has to be distributed over several hundreds of thousands of the clocked storage ele-

ments (also known as flip-flops and latches). In addition clock also has to support 

various levels of amplification (buffering). As a consequence, the clock system by it-

self can therefore; the clock signal has the largest fan-out at any node in the design 

that requires up to 40-50% of the power of the entire chip. Also it must be assured that 

every clocked storage element receives the clock signal precisely at the same moment 

in time.  

 
Figure 5. 5: Clock parameters: period, width, clock skew and clock jitter 

 

5.4.1.2 Bi-Stable Elements 

In order to define the clocking of the system properly, the nature and behaviour of the 

bi-stable elements often referred as a “latch” or “Flip-Flop” needs to be specified pre-

cisely. It is quite common to find both terms “Flip-Flop” and a “Latch” to be used 

indiscriminately for the bi-stable element used in the synchronous systems. In a syn-

chronous system, operations and data sequences take place with a fixed and pre-

determined time relationship. The timing of computations are controlled by flip-flops 

and latches together with a global clock. Flip-flops and latches are clocked storage 

elements, which store values applied to their inputs. They are classified according to 

their behaviour during the clock phases. A latch is level sensitive. It is transparent and 

propagates its input to the output during one clock phase (clock low or high), while 

holding its value during the other clock phase. A flip-flop is edge triggered. It cap-

tures its input and propagates it to the output at a clock edge (rising or falling), while 

keeps the output constant at any other time. The design of these clocked storage ele-

ments are highly depended on the clocking strategy and circuit topology. Since we are 

interested in power reduction of the latch, flip-flop, clocking strategy plays a very im-
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portant role. Hence we discuss these circuits before we take up an appropriate clock-

ing strategy.  

Latch 

  It is a device capable of storing the value of the input D in conjunction with 

the clock C and providing it at its output Q. The latch has a following relationship be-

tween the input D and the clock C: While C=0 the output Q remains constant 

regardless of the value of D (the latch is “opaque”). While C=1 the output Q=D and it 

reflects all the changes of D (the latch is “transparent”). Often we describe such be-

haviour of a latch as “level sensitive” (the behaviour of the latch is dependent on the 

value of the clock - not the changes). Behaviour of an ideal Latch is illustrated in fig-

ure 5.6. 

 
Figure 5. 6: Signal relationship of an ideal latch. 

 
 

Flip-Flop 

It is defined as a bi-stable memory element with the same inputs and outputs 

as a “latch”, in figure 5.7. However, the output Q responds to the changes of D only at 

the moment the clock is making transitions. We define this as being “edge triggered”. 

The internal mechanisms of the “flip-flop” and that of a “latch” are entirely different. 

We further define a “Flip-Flop” as a “leading edge triggered” if the output Q as-

sumes a value of the input D as a result of the transition of the clock C from 0-to-1. 

Conversely in a “negative edge triggered” Flip-Flop the output Q assumes a value of 

the input D as a result of the transition of the clock from 1-to-0. It is also possible to 

build a “double-edge triggered” flip-flop that responds to both: leading and trailing 

edge of the clock.  
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Figure 5. 7:  Signal relationship of an ideal leading-edge triggered flip-flop 

5.4.2 Single Edge Triggered Flip Flop & Dual Edge Triggered Flip Flop 

When the two latches are connected in series as shown in figure 5.8 then the flip-flop 

results is called single edge triggered flip flop. The data are loaded at only one clock 

edge, either rising or falling. 

 
Figure 5. 8: Single edge triggered flip-flop 

                

And when the two latches are connected in parallel as shown in figure 5.9 the 

flip-flop results is called dual edge triggered flip flop. The data are loaded at both ris-

ing and falling clock edge. A dual edge triggered flip-flop requires slightly more 

transistors to implement. 

 
Figure 5. 9: Dual edge triggered flip-flop 
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5.4.2.1 Clock Gating  

Low-power techniques are essential in modern VLSI design due to the continuous in-

crease of clock frequency and chip complexity [119]. In particular, the clock system, 

composed by flip-flops and clock distribution network, is one of the most power con-

suming subsystems in a VLSI circuit. The three major components of power 

consumption:  

1. Power consumed by combinational logic whose values are changing on 

each clock edge. 

2. Power consumed by flip-flops (this has non-zero value even if the in-

puts to the flip-flops, and therefore, the internal state of the flip-flops, 

is not changing) 

3. The power consumed by the clock buffer tree in the design. 

 
  As a consequence many techniques have been proposed to reduce clock sys-

tem power dissipation. Disabling the clock signal (clock gating) in inactive portions 

of the chip is a useful approach for power dissipation reduction. Clock gating can be 

applied to different hierarchical levels. It is possible to disable the clock signal that 

drives a big functional unit reducing power dissipation on both its internal nodes and 

its clock line.  Automatic clock gating is supported by modern EDA tools. They iden-

tify the circuits where clock gating can be inserted. 

Clock gating works by identifying groups of flip-flops which share a common 

enable control signal. Traditional methodologies use this enable term to control the 

select on a multiplexer connected to the D port of the flip-flop or to control the clock 

enable pin on a flip-flop with clock enable capabilities.  

Clock gating principle involves in freezing the clock to the portions of a de-

sign that are ideal or are not performing useful computations. This technique is 

successful and widely used for power reduction. The figure below describes the dif-

ferent concepts of clock gating.  Independent blocks when clock gated, it greatly 

affects power savings because gating larger blocks achieves in higher power savings 

in ‘off’ clock cycle. There are various types of clock gating [119] like: 

1. module level clock gating,  

2. register level of clock gating 

3. Cell level clock gating. 
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 Module level clock gating 

This method shuts of the entire block or module in the design. This method saves 

large amount of power when entire block or module is not functioning. In cases like, 

when a block is used for a specific mode of operation (example of receiver and trans-

mitter part of transceivers). These techniques are limited and only identified the RTL 

designer. 

 Register level of clock gating 

In this method the clock to a single set of register or a set of register is gated. Syn-

chronous load enabled registers are usually implemented using a clocked D flip-flop 

and encircling the multiplexer as shown in figure with d flip-flop figure 5.10(a), 

which is clocked every cycle. Clocked gate of figure a is shown in figure 5.10(b), the 

clocked version of the above two circuits are shown in figure 5.10(c) and figure 

5.10(d). In clocked gate version, register does not get the clock signal until no new 

data is loaded. Removing the multiplexer also saves power but gating a single register 

consumes plenty of power.  In order to save power at least a single clock gating cir-

cuit should be used.  

Though power saving in case of register level clock gating than in module 

level gating, register level clock gating   gives more opportunities to shut off clocks. It 

can be easily automated for massively clocked cells than module based clock gating.   

 Cell level clock gating 

In cell level clock gating the cell designer inserts the clock gating. Let us take a regis-

ter bank that will receive the clock only when register is loaded with new data. 

Similarly a memory block may be clocked once during active clock cycle and this is 

an easier method to implement. But this may not be useful because of the area over-

head which will limit the power saving as all the register should be predesigned with 

clock gating. Also clock gating can not be shred across many registers. This method 

of implementation generally not used.        
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Figure 5. 10: Clock gating at various levels 

 

In simple clock gating as shown in figure 5.10(b), glitches that occurs on the 

enable signal at high edge of clock can propagate to the clock pin of the register,. This 

glitch can be prevented by giving appropriate setup and hold constraint on the enable 

signal at the input of the AND gate. Any spurious change in run time may cause 

wrong values to be latched into the gated register. So it is better to use an OR gate as 

shown in figure 5.10(c). This gate holds logic ‘1’ at output when enable signal is high. 

During running time spurious glitches may cause wrong data to be loaded into flip-

fop but the final value at the rising edge of clock will be correctly available.  

Another method to avoid this by adding a level sensitive active low latch after 

enable signal as shown in figure 5.10(d). This freezes the latch output at the rising 

edge of the clock and ensures that new enable signal to be stable at the AND gate in-

put when clock is high, or falling edge flip-flop can be used instead of latch that gives 

a clean signal to the AND gate which makes enable signal to be stable before falling 

edge of clock. 

5.4.2.2 Clocking Schemes 

Single-edge-triggered (SET) one-phase clocking is certainly the most common choice. 

There are five good reasons for this 

1. Automata theory maps to SET operation directly 
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2. It is supported by all common design tools 

3. It requires the routing of only one clock tree 

4. The basic bi-stable (SET-FF) is relatively simple, 

5. A scan chain is easy to implement for testing  

SET clocking has important drawbacks in terms of energy efficiency, however. 

This clocking scheme has found to have following three drawbacks: 

1. Superfluous switching whenever a register is disabled, 

2. The presence of an inactive clock edge,  

3. The strong vulnerability to clock skew. 

The first limitation is commonly addressed with clock gating. Also an idea of 

dual edge triggered clocking is proposed to overcome the second limitation. Also with 

clock period reduced to 200 ps nowadays, the importance of clock uncertainties will 

increase, and complex multiple-phase clocking will become impractical due to in-

creasingly large timing uncertainties and power consumption. 

In order to save on clocking power, dual-edge triggered (DET) clocking strat-

egy uses DET storage elements (DETSE) that capture the value of the input after both 

rising and falling clock transitions. Otherwise, DETSE is non-transparent, i.e., it holds 

the captured value at the output. Thus, the DET clocking strategy provides a one-time 

solution to the frequency scaling by retaining the data throughput of single-edge trig-

gered (SET) clocking at halved clock frequency. However, in order to fully exploit 

the power savings in the clock distribution network, this approach must ensure that 

the delay and energy consumption of DETSE must be comparable to those of SET 

storage elements (SETSE). Furthermore, use of both clock edges to synchronize the 

operation makes timing sensitive to clock duty cycle and increases clock uncertainties 

generated by the clock distribution system. 

5.4.3 Power Reduction Using Dual Edge Triggered Clocking Strategy 

As discussed earlier, clock related power is one of the most significant components of 

the dynamic power consumption. The total clock [94-96, 98-102, 108-116] related 

power dissipation in synchronous VLSI circuits is further divided into three major 

components. The total power dissipation of the clock network depends on both the 

clock frequency and the data rate, and can be computed based on equation 
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 PCK = Vdd
2[fCK(CCK + Cff,CK) + fDCff,D]          (5.2) 

 

Where fCK  is the clock frequency. 

fD is the average data ratse. 

CCK is the total capacitance seen by the clock network. 

Cff,CK is the capacitance of the clock path seen by the flip-flop. 

Cff,D is the capacitance of the data path seen by the flip-flop. 

From equation 5.2 it is obvious that the clock power can be reduced if any of 

the parameters on the right hand side of the equation is reduced. The reduction of Vdd 

is already the trend of contemporary design, and it has the strongest impact on the PCK 

expression. By reducing the overall capacitance of the clock network, CCK, the power 

dissipation may also be reduced. For instance, the capacitance can be reduced by 

proper design of clock drivers and buffers. Similarly, by reducing the capacitance in-

side a flip-flop, Cff,CK and Cff,D, power may also be reduced. Furthermore, the clock 

power dissipation is linearly proportional to the clock frequency. Although the clock 

frequency is determined by the system specifications, it can be reduced with the use 

of dual edge triggered flip-flops (DETFFs). As its name implied, DETFF responds to 

both rising and falling clock edges. Hence, it can reduce the clock frequency by half 

while keeping the same data throughput. As a result, power consumption of the clock 

distribution network is reduced, making DETFFs desirable for low power applications. 

Even for high performance applications, the usage of DETFFs offers certain benefits. 

Since the clock speed is reduced by a factor of two, one does not need to propagate a 

relatively high speed clock signal.  

5.4.3.1 Proposed Glitch Reducing Clocking Technique 

Glitches are responsible for a significant proportion of overall power dissipation in 

digital signal processing circuits. Activity-reduction techniques that involve an opti-

mized clocking strategy have been applied to a front-end block in a DSP- adaptive 

directional microphone for hearing aids.  

As a consequence from the third limitation of SET clocking scheme, its opera-

tion necessitates careful balancing of clock distribution delays and fast clock ramps. 

These two requirements are typically met with multiple clock buffers of generous size 

and power. Level-sensitive two phase clocking does away with the need for fast 
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ramps as the non-overlap phases provide welcome skew margins. Yet the extra load 

of a second clock tree reduces the benefits. Also the clock distribution never absorbs 

more than 30%-40% of a chip’s overall power dissipation. Even if clock power could 

be cut in half using DET clocking scheme, this would translate into a mere 15% to 20% 

overall savings. So a symmetric Level sensitive two phase clocking is undertaken to 

mitigate spurious switching activities in the data-path too.  

This achievement has been made possible by combining two novel techniques: 

1. A multi-stage clock gating 

2. A symmetric two-phase level sensitive clocking with glitch-aware re-

distribution of data-path registers. 

The starting point is a symmetric two-phase level sensitive clocking which is 

again enhanced by two features: 

1. Multi-Stage clock gating 

2. Stop-Glitch latch barriers 

5.4.3.2 Multi-Stage Clock Gating 

Multi-stage clock gating implies that multiple clock gates are cascaded hierarchically 

to minimize the useless toggling of heavily loaded nodes. While this technique is al-

ready supported in well-known synthesis tools such as Synopsys for SET clocking, it 

has never been addressed in the context of two-phase clocking. Non-overlap phases 

provide ample skew margins and make multi-stage clock gating particularly easy to 

combine with level-sensitive two-phase clocking. This contrasts favourably with 

edge-triggered designs, where meagre hold margins make it difficult to avoid timing 

violations.  

This multi stage clock gating has been applied to the FIR filters. Accessing a 

memory in a circular fashion typically involves a counter and an address decoder. If 

combined with level sensitive two phase clocking and clock gating, a multitude of 

AND gates result as shown in figure 5.11 which altogether, are responsible for a 

heavy capacitive load on the clock net. By re-arranging the decoder in a hierarchical 

fashion, capacitive load can be significantly lowered. The re-arranged decoder is 

shown in figure 5.12. 
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Figure 5. 11:  Traditional clock gating applied to a register file 
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Figure 5. 12: Multistage clock gating decoder 

 
The relevant quantity is the activity capacitance product summed up over all 

circuit nodes driven from the clock. This sum of products will be referred to as "effec-

tive capacitance". For a traditional address decoder the effective capacitance can be 

calculated from node switching activities (α). Given a memory of size n (a power of 

two), and defining k as log2 n, the switching activities of the counter outputs 

c0………….ck-1 are: 

 1)1()1()0( 2
1..................2

11 −− === kkCCC ααα        (5.3) 

The signals q0……qn-1 toggle only twice during a whole writing cycle, therefore 

                             

 1,.............,02
12

1 −=== − njn kqjα      (5.4 

The input gate capacitance is C0 and the switching activity of the master phase a,m is 

two by definition. The effective capacitance of the traditional decoder (C1) can be ex-

pressed through proper combination of equation .5.3 and Eq.5.4so that  
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After re-arranging the decoder in a hierarchical way, the switching activity of the 

nodes wij can be expressed as: 

 100 2
1....,.2 −== iwijw αα               (5.6)        

From equation (5.3) and (5.6), let express the effective capacitance of a multi-stage 

decoder (C2) 
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The saving in dynamic energy obtained from multi-stage clock gating can be ex-

pressed as follows equation (5.7) 
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Equation (5.8) suggests that up to 67% of dynamic energy can be saved when the cir-

cular buffers those grow very large. Moreover, the multi-stage clock gating is n times 

more efficient than the flat clock gating scheme when no memory access occurs 

(write enable remains passive). This happens because the master clock is locked out at 

the root of the address decoder tree (figure 5.11), avoiding any unproductive switch-

ing activity. Thus, large buffers with relatively few write accesses, such as those 

found in high-order FIR filters, benefits the most from hierarchical clock gating. 

 

Stop-Glitch Latch Barriers 

Symmetric two-phase level-sensitive clocking brings about a degree of free-

dom unavailable with the other clocking disciplines, namely the exact location of all 

slave-triggered latch banks. Relocating them can have a large impact on glitch activi-

ties and, hence, on the overall energy efficiency. The most advantageous place is just 

in front of the most energy-hungry circuit blocks in a data-path. The controller may 

require some changes too, but latency will remain the same.  
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5.5 Low Power Latch 
 
In order to exploit the maximum benefits from the clocking techniques introduced be-

fore, a low-power latch circuit has been designed. As discussed earlier two latches in 

parallel can implement a double edge triggered flip-flop. In line with the on-going 

trend towards low-power, low-voltage operation the circuit of D-Latch shown is 

original low power circuit [120-124]. But it suffers from sub-threshold currents if 

there is a voltage difference across the feedback PMOS pass transistor. Furthermore, 

the implementation of a weak feedback inverter in figure 5.13 will not be beneficial to 

power saving as it will worsen the low level imbalance across the feedback PMOS 

pass transistor. 

 

 
Figure 5. 13: Block diagram of original low power D-latch 

 
 

 
Figure 5. 14: Block diagram low power and low voltage D-latch 

 
 

Instead, figure 5.14 shows a circuit with a total of eight transistors. The main 

advantage of this configuration is that weak inverters and pass transistors marked with 

‘*’ are incorporated to drastically reduce the standby power dissipation. The weak in-
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verter can sufficiently drive the two weak pass transistors and another regular-sized 

inverter. Similarly, the weak pass transistors only need to maintain the voltage at node 

A when the transmission gate is switched off. Thus, the storage node A can withstand 

a noisy environment and the D-latch is fully static. In addition, both the pass transis-

tors have equal voltage at their sources and drains at all times, eliminating the 

problem of sub-threshold current leakage. Only the transmission gate and the output 

inverter need the normal size to maintain the driving capability. Hence, this novel D-

latch has very low standby power dissipation and is suitable for very-low-voltage ap-

plications.  

Applying this idea a simple 10 transistors low power latch circuit is designed 

as shown in figure 5.16. This circuit of 10 transistors when used against the 21 tran-

sistors based circuit out of the technology library occupying roughly one half of the 

area.  

The circuit operation is as follows: From the figure 5.15 assuming that an in-

put of Vdd-Vtn is applied during previous cycle when clock (clk)=1, which causes 

circuit output to go low. The effect of new input (low) turns off the n-transistor (M6) 

and M3 is turned on. This causes input node voltage at A to decrease and as soon as A 

falls below Vdd- |Vtp|, M4 is turned on. When voltage at node B falls rises above |Vtp|, 

M1 becomes off, which allows voltage at node A to fall faster. This switching action 

is regenerative type so node voltage at B is pulled to |Vtp| above ground. 

Assuming an input low is applied in next transparent cycle of clock, causing 

output to be at high. When input high is applied (i.e. Vdd – Vtn) is transferred from in-

put which turns on the transistor M6 and M3 is turned off thereby M8 is pulled to off. 

When clock signal becomes high, voltage at node falls below Vdd-|Vtp|, M1 is turned 

on, thereby node voltage at B rises.  
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Figure 5. 15: low power latch circuits using 9 transistors 

 
As voltage at B rises, M4 turns off, causing voltage at A to fall at a faster rate. 

Due to this M7 turns on. Therefore, logic high is observed at output. From this analy-

sis, we can see that some power is dissipated in the latch due to fact that M3 is no 

completely turned off. 

 
Figure 5. 16: Low power latch circuits using 10 transistors 

 
M1 and M3 must be properly scaled to control the current flows through M3, 

as  the only load that is driven by node A are drain to source capacitance of M2 and 

M3 and gate capacitance of M4  so that switching activity can be minimized. In one 

trade off exists that more current flow during switching of node B as there exists a 

feedback action of M1 and M6.  

Due to this there exists static power dissipation. So to minimize the a transistor 

M2 is connected as shown in figure 5.16 which reduces the potential at drain of M3 to 

Vdd-Vtn for an input high. The gate of M3 is also at Vdd- Vtn.  From simulation, we ob-

served that power consumption with M2 is less than without M2. The simulation 

results for figures 5.15 and 5.16 are shown in figures 5.17, 5.18 respectively. 
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From figure 5.17 and 5.18 it can be seen that latch working according to our 

expectations. The power consumed by the latch without the M2 is about 21 μW and 

with M2 is around 22 μW in which the power supply is kept at 3.3V and clock fre-

quency at 250 MHz. For the simulation purpose we have taken 350 nm model file. 
 

 
Figure 5. 17 Result of dff with 350nm tech at 3.3V with power loss of 21μW at 250 MHz 

 

 
Figure 5. 18: Result of dff with 350nm tech with reset logic tech 3.3V with power loss of 22μW 

at 250 MHz 
 

The figure 5.19 shows the simulation output of figure 5.15 with reset logic 

taking 180 nm technology at 3.3 V power supply and clock frequency of 250 MHz. 

this circuit consumes a power of 190 pW.  
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Figure 5.20 show the layout of figure 5.17 and figure 5.21 shows the post layout 

simulation. Observing the result in figure 5.19 and 5.21, we conclude that our pro-

posed latch works satisfactorily. 

5.6 MAC based FIR Filter Structures and Simulation and Conclu-
sion           

Using clocking strategy discussed in previous sections the new MAC based filter 

structures are given in figure below with SET based latch. The MAC based FIR filter 

given figure 5.22 uses traditional clocking and the MAC based FIR filter in figure 

5.23 uses DET based clocking strategy for glitch reduction. 

 
Figure 5. 22: Block diagram of FIR filter with traditional clocking 
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Figure 5. 23:block diagram of the FIR filter with dual edge clock gating strategy 
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5.6.2 Power Consumption 
The power consumed by the two MAC based FIR filter using different clocking strat-
egy are given in table 5.1. 

 
Table 5. 1: Power consumption 

 
FIR Filter structure Power consumed 

Traditional MAC  2.6421 mW  

DET based MAC 1.5471 mW 

From the above table it is observed that that the DET based MAC FIR filter consumes 

less power than the traditional one (using SET based MAC). The power saving is ap-

proximately 41%. This happens due to the use of dual edge triggering latch that 

reduces, which consume lot of power. Dual edge triggering facilitates in reducing 

glitches. The post layout simulation of our proposed latch matches with the circuit 

level simulation output that is evident from figures 5.19 and 5.21. This validates the 

proposed design. 

5.6.3 Conclusion 

The proposed low power latch as shown in figure 5.16 when used in DET based MAC 

FIR filter, power saving upto 65% is achieved in the filter architecture. The power 

consumed by different filter architectures discussed in chapter III and IV are com-

pared with the DET based MAC FIR in conjunction with low power latch one, the 

superiority of this FIR filter architecture is established. Therefore, it is seen that when 

circuit level low power approaches are added to algorithms, it facilitates for further 

power reduction. We now proceed to implement this filter architecture in real-time  

for further validation that is  presented in chapter-VI. 
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6.1 Introduction 
 
In the previous three chapters we have discuss about 3 types of filters for hearing aid 

application [P1, P2, and P3]. A comparison is brought out in low power perspective 

and presented in table 6.1. We can see that FIR filter with dual edge triggered latch 

consumes less power than others. Therefore, for experimental validation we have cho-

sen MAC based FIR filter with dual edge triggered latch.  

 
Table 6. 1:  Power of different filter implemented in Virtex II pro kit. 

 
Comparison between different filters on basis of power consumption  in Virtex-II pro 
board with core voltage 1.2 volts and input speech signal of frequency content 300 Hz 
to 4 kHz . 

Types of filter   Power consumed 

Decimation filter Ar-
chitecture 

5-stage Comb-FIR-FIR 61mW 
5-stage Comb-half band FIR-FIR 50mW 

Adaptive hearing aid 
Using booth multiplier 40mW 

Using booth Wallace tree multi-
plier 30mW 

FIR Filter structure 
Traditional MAC  2.6421mW  

DET based MAC  1.5471mW 

 

The equipments used in this hardware validation are as follows 

a. Virtex –II pro kit from Xilinx with AC97 codec. 

b. Logic analyzer 

c. CRO  

d. NI Elvis 

For real-time validation we have taken three different signals, these are  

a. Voice/ speech signal 

b. Voice with music 

c. Music only. 

The functional block diagram of the experimental setup is shown in figure 6.1 and the 

complete setup in figure 6.2. 
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6.2 Functional description of the AC’97 codec 
 The AC’97 codec on Virtex-II Pro board as shown in figure 6.3 is used for providing 

a path to capture all types of analog signal that can be processed digitally. It features  

i. full duplex stereo ADCs and DACs and analog mixers  

ii. 4 stereo and 4 mono inputs.  

iii. Each mixer input has separate gain, attenuation and mute control  

iv. The AC’97 provides a stereo headphone amplifier as one of its stereo 

outputs.  

 
Figure 6. 3: Functional diagram of the AC’97 codec 

 
 

The sample rate for the ADCs and DACs can be programmed separately with 

a resolution of 1 Hz to convert any rate in the range 4 kHz – 48 kHz. Sample timing 
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from the ADCs and sample request timing for the DACs are completely deterministic 

to ease task scheduling and application software development. These features together 

with an extended temperature range also make the AC’97 suitable for non-PC codec 

applications.  

The AC ’97 architecture separates the analog and digital functions of the PC 

audio system allowing both for system design flexibility and increased performance.  

The AC’97 codec can mix, process and convert among analog (stereo and 

mono) and digital (AC Link format) inputs and outputs. There are four stereo and four 

mono analog inputs and two stereo and one mono analog output. A single codec sup-

ports data streaming on two input and two output channels of the AC Link digital 

interface simultaneously. All these are accessed through register addressing methods 

and the register content for accessing a part is shown in figure 6.4. 

All four of the stereo analog inputs and three of the mono analog inputs can be 

selected for conversion by the 18-bit stereo ADC. Digital output from the left and 

right channel ADCs is always located in AC Link Input Frame slots 3 and 4 respec-

tively. Input level to either ADC channel can be muted or adjusted from the Record 

Gain register, 1Ch. Adjustments are in 1.5 dB steps over a gain range of 0 dB to +22.5 

dB and both channels mute together.  

6.3 Output Frame from AC97 
 
The AC Link Output Frame carries control and PCM data to the AC’97 control regis-

ters and stereo DAC. Output Frames are carried on the SDATA_OUT signal which is 

an output from the AC’97 Digital Controller and an input to the codec. As shown in 

figure 6.5, Output Frames are constructed from thirteen time slots: one Tag Slot fol-

lowed by twelve Data Slots.  A new Output Frame is signalled with a low-to-high 

transition of SYNC. SYNC should be clocked from the controller on a rising edge of 

BIT_CLK and, as shown in figure 6.6 and figure 6.7, the first tag bit in the Frame 

(“Valid Frame”) should be clocked from the controller by the next rising edge of  

BIT_CLK and sampled by the codec on the following falling edge. 
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Figure 6. 4: Register content for accessing different sections of a ac97 codec 
 

 
Figure 6. 5: AC link output frames for ac97 
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Figure 6. 6: Structure of output frame 

 

 
Figure 6. 7: Start of a output frame 

 
 

Each Frame consists of 256 bits with each of the twelve Data Slots containing 

20 bits. Input and Output Frames are aligned to the same SYNC transition. The Codec 

checks each Frame to ensure 256 bits are received. If a new Frame is detected (a low-

to-high transition on SYNC) before 256 bits are received from the old Frame then the 

new Frame is ignored i.e. the data on SDATA_OUT is discarded until a valid new 

frame is detected. The LM4550 expects to receive data MSB first, in an MSB justified 

format.  

The first bit of Slot 0 is designated the "Valid Frame" bit. If this bit is 1, it in-

dicates that the current Output Frame contains at least one slot of valid data and the 

codec will check further tag bits for valid data in the expected Data Slots.  Since it is a 

two channel codec the codec can only receive data from four slots in a given frame 

and so only checks the valid-data bits for 4 slots. In Primary mode these tag bits are 

for: slot 1 (Command Address), slot 2 (Command Data), slot 3 (PCM data for left 

DAC) and slot 4 (PCM data for right DAC). The last two bits in the Tag contain the 
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Codec ID used to select the target codec to receive the frame in multiple codec sys-

tems. When the frame is being sent to a codec in one of the Secondary modes the 

controller does not use bits 14 and 13 to indicate valid Command Address and Data in 

slots 1 and 2.  

Slot 1 is used by a controller to indicate both the address of a target register in 

the codec and whether the access operation is a register read or register write. The 

MSB of slot 1 (bit 19) is set to ‘1’ that indicates current access operation is ‘read’. 

Bits 18 through 12 are used to specify the 7-bit register address of the read or write 

operation and all other bits are set to ‘0’.  Slot 2 is used to transmit 16-bit control data 

to the codec when the access operation is ’write’. The least significant four bits should 

be stuffed with zeros by the AC ’97 controller. If the access operation is a register 

read, the entire slot, bits 19 through 0 should be stuffed with zeros.  Slots 3 and 4 are 

20-bit fields used to transmit PCM data to the left and right channels of the stereo 

DAC when the codec is in Primary mode or Secondary mode 1. Any unused bits 

should be stuffed with zeros. Slots 7 and 8 are 20-bit fields used to transmit PCM data 

to the left and right channels of the stereo DAC when the codec is in Secondary mode 

2. Any unused bits should be stuffed with zeros.  

Slots 6 and 9 are 20-bit fields used to transmit PCM data to the left and right 

channels of the stereo DAC when the codec is in Secondary mode 3. Any unused bits 

should be stuffed with zeros.  Slots 5, 10, 11, 12 – reserved slots, are not used by the 

codec and should all be stuffed with zeros by the AC ’97 Controller. 

6.4 AC Link Input Frame 
The AC Link Input Frame contains status and PCM data from the codec control regis-

ters and stereo ADC. Input Frames are carried on the SDATA_IN signal which is an 

input to the AC ’97 Digital Audio Controller and an output from the codec. As shown 

in figure 6.8, Input Frames are constructed from thirteen time slots: one Tag Slot fol-

lowed by twelve Data Slots. The Tag Slot, Slot 0, contains 16 bits of which 5 are used 

by the codec. One is used to indicate that the AC Link interface is fully operational 

and the other 4 to indicate the validity of the data in the four of the twelve following 

Data Slots that are used by the codec. Each Frame consists of 256 bits with each of 

the twelve data slots containing 20 bits as shown in figure 8. 
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Figure 6. 8: AC link input frame 

 
A new Input Frame is signalled with a low-to-high transition of SYNC. SYNC 

should be clocked from the controller on a rising edge of BIT_CLK and, as shown in 

figure 6.6 and figure 6.7, the first tag bit in the Frame (“Codec Ready”) is clocked 

from the codec by the next rising edge of BIT- _CLK. The codec always clocks data 

to SDATA_IN on a rising edge of BIT_CLK and the controller is expected to sample 

SDATA_IN on the next falling edge. The codec samples SYNC on the rising edge of 

BIT_CLK. Input and Output Frames are aligned to the same SYNC transition. 

The codec checks each Frame to ensure 256 bits are received. If a new Frame 

is detected (a low-to-high transition on SYNC) before 256 bits are received from an 

old Frame then the new Frame is ignored i.e. no valid data is sent on SDATA_IN until 

a valid new Frame is detected as sown in figure 6.9. The codec transmits data MSB 

first, in an MSB justified format. All reserved bits and slots are stuffed with "0"s by 

the codec. 

 
Figure 6. 9: Start of input frame 

 
The first bit (bit 15, “Codec Ready”) of slot 0 in the AC Link Input Frame in-

dicates when the codec’s AC Link digital interface and its status/control registers are 

fully operational. The digital controller is then able to read the LSBs from the Power 
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down Control/Stat register (26h) to determine the status of the four main analog sub-

sections. Slot 1 echoes (in bits 18 – 12) the 7-bit address of the codec control/status 

register received from the controller as part of a read-request in the previous frame. If 

no read request was received, the codec stuffs these bits with zeros. The 6 bits 11, 10, 

8 – 5 are Slot Request bits that support the Variable Rate Audio (VRA) capabilities of 

the codec.  The codec uses bits 11 and 10 to request DAC data from these two slots. If 

bits 11 and 10 are set to 0, the controller should respond with valid PCM data in slots 

3 and 4 of the next Output Frame.  

If bits 11 and 10 are set to 1, the controller should not send data. Similarly, if 

the codec is in Secondary mode 2, bits 7 and 6 are used to request data from slots 7 

and 8 in the Output Frame. If in Secondary mode 3, bits 8 and 5 request data from 

slots 6 and 9. The codec has full control of the slot request bits. By default, data is re-

quested in every frame, corresponding to a sample rate equal to the frame rate (SYNC 

frequency) – 48 kHz when XTAL_IN = 24.576 MHz.  

This slot 2 returns 16-bit status data read from a codec control/ status register. 

The codec sends the data in the frame following a read-request by the controller (bit 

15, slot 1 of the Output Frame). If no read-request was made in the previous frame the 

codec will stuff this slot with zeros. 

This slot3 contains sampled data from the left channel of the stereo ADC. The 

signal to be digitized is selected using the Record Select register (1Ah) and subse-

quently routed through the Record Select Mux and the Record Gain amplifier to the 

ADC.  This is a 20-bit slot and the digitized 18-bit PCM data is transmitted in an 

MSB justified format. The remaining 2 LSBs are stuffed with zeros. 

This slot 4 contains sampled data from the right channel of the stereo ADC. 

The signal to be digitized is selected using the Record Select register (1Ah) and sub-

sequently routed through the Record Select Mux and the Record Gain amplifier to the 

ADC. This is a 20-bit slot and the digitized 18-bit PCM data is transmitted in an MSB 

justified format. The remaining 2 LSBs are stuffed with zeros. Slots 5 – 12 of the AC 

Link Input Frame are not used for data by the codec and are always stuffed with zeros. 

6.5 Structure of the filter implemented 
We have taken the fir filter for hardware implementation as shown in figure 6.10. This 

figure shows a 6 tap FDF FIR filter. In this the counter is used to select the taps and 

also the corresponding coefficient from the memory ‘Coeff LUT’. The data selected 
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from the tap registers are pre-added and then converted into sign magnitude number. 

After conversion it is fed to the slave triggered latch (shown crossed) which is then 

multiplied by the coefficient. Before multiplication, the coefficient is also passed 

through the slave triggered latch. After multiplication it is again converted back into 

2’s complement number. The data is then passed into an accumulator whose output 

feed back to input through two latches as shown in figure. Accumulator output is also 

fed to output through two latches. 

The accumulator output is given as  

Dout (n)=Dout(n-1)+multout (6.1) 

where Dout= output of the accumulator 

         multout=multiplication output. 

 
Figure 6. 10: FIR filter structure with dual edge triggering for hardware implantation 
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Figure 6. 15: Amplitude spectrum of the music signal taken 

 
 

 
Figure 6. 16: Amplitude spectrum of the music signal after filtering. 

 
The filter was tested with a music signal whose amplitude spectrum are shown 

in figure 6.15 without filtering and figure 6.16 shows the output of the filter when 

speech is passed From the figure we can see that some of the noise is suppressed. 
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7.1 Introduction 

 The general conclusion drawn from this thesis and some suggested new directions are 

presented in this paper. The objective of this thesis is to design suitable low power 

digital filters for hearing aid applications. The algorithms and the filter structures are 

to be chosen that are hardware realizable; low power being the most important con-

straint; suitable low power VLSI techniques must be applied in each case to minimize 

power. All the digital filters should be implemented in FPGA to test functionality.  

7.2 Conclusions 

The work done in this thesis to achieve above mentioned objectives is summarized 

below. 

1. Decimation filter: A suitable filter for hearing aid application is de-

signed using ‘Distributed Arithmetic’. The filter uses decimation filter 

followed by two filters i.e. FIR filter followed by corrector filter. Using 

Comb-FIR-FIR and Comb-Half-band FIR-FIR, the power is calculated 

and the values are 61 mW and 50 mW respectively. From these values 

it is observed that the Comb-half-band FIR-FIR structure consumes 

less power than the former but still it is high due to the fact that filters 

are highly serial and latency is also vey high. However use of ‘Distrib-

uted Arithmetic’ in decimation filter certainly facilitates reduction of 

power compared to CSD (Canonical Signed Digit) approach already 

adopted in the literature. 

2. Adaptive Filter: We have implemented a digital hearing aid using 

Booth-Wallace tree multiplier and adaptive algorithm which is basi-

cally a lattice filter. This filter after implemented in hardware 

successfully is tested for its power consumption. The power consump-

tion is calculated using Xilinx Xpower which comes about 30 mW. It 

shows less power consumption than the decimation filter but still 

power consumption is not quite low. An adaptive filter using Booth-

Wallace tree multiplier shows a reduction in power consumption when 

compared to a similar filter that uses Booth multiplier that consumes 

40 mW power on the same platform. 
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3. Algorithmic and Circuit level integration for low power VLSI design: 

We have used algorithmic method for low power filter implementation 

for Decimation filter and Adaptive filter case. However power con-

sumption is not low considering the fact that the filters are to be used 

in a hearing aid application. A combination of both algorithmic level 

and circuit level for low power VLSI design reduces the power con-

sumption in a digital filter. In VLSI circuit design, the clock consumes 

a lot of power due to the existence of clock jitters and clock skew. 

Clock gating principle is applied to achieve low power. A novel low 

power latch using 10 transistors is designed. We have taken MAC 

based FDF FIR structure that reduces number of multiplications which 

facilitates power reduction. This filter is implemented using the de-

signed low power latch and the clock gating. The power consumed by 

the MAC based FDF FIR filter is about 2.6421 mW and 1.5471 mW 

for SET and DET latches respectively. It is observed that a significant 

power reduction is achieved using DET based MAC based FDF FIR 

filter. Therefore integration of circuit level approach and the algo-

rithmic approach facilitates further reduction in power dissipation in 

the digital filter. 

4. Low power latch: A novel low power latch is designed in this disserta-

tion. The design is carried out using both 350 nm and 180 nm 

technology. The functionality is tested and found to be correct. Layout 

and post-layout simulation confirms the functionality and the power 

consumption in the latch. This latch is used as circuit component in the 

FDF FIR filter that facilitates reduction of power consumption in the 

filter  

5. Clock gating: There exists a lot of scope in reduction of power in algo-

rithmic and circuit level implementation. A proper application of the 

clock gating principle reduces power in VLSI circuit. This principle is 

applied to the designed low power latch and significant power reduc-

tion is achieved. The power consumed by the latch is about 22 μW 

when it is driven at 250 MHz clock. 
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6. Real-time hardware Validation: All the filter structures are imple-

mented in FPGA and power dissipation is calculated for all cases. We 

observed that the FDF FIR filter with dual edge triggering latch and 

clocking strategy consumes lowest power while compared among the 

filters that are considered. We have chosen this filter for real time vali-

dation and this is tested for real-time experimentation. The filter 

provides necessary amplification and frequency response in case of 

speech, music, and voice with music signal. This filter provides a gain 

of 27 dB (maximum) that matches with most of the hearing aid (manu-

facturer’s) specifications. Hence it can be concluded that FDF FIR 

digital filter in conjunction with   low power latch is strong candidate 

for hearing application. 

7.3 Scope for further Work 
Further study can be carried in following areas 

1. Detailed power calculations at different abstraction level can be done 

using Prime power from Synopsys and hence possibility of power re-

duction at different abstraction level can be considered. Further more, a 

trade-off between area, speed and power can be brought satisfying 

power constraint.  

2.  ASIC design for the low power digital filter (FDF-FIR) with low 

power latch and clock gating can be carried out. 

3.  A more robust filter (suitable for hearing aid application) can be inves-

tigated and VLSI design can be carried out. 
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