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ABSTRACT

It is well known that differential equations are in general the backbone of physical systems. The physical systems are modelled usually either by ordinary differential or partial differential equations. Various exact and numerical methods are available to solve different ordinary and partial differential equations. But in actual practice the variables and coefficients in the differential equations are not crisp. As those, are obtained by some experiment or experience. As such the coefficients and the variables may be used in interval or in fuzzy sense. So, we need to solve ordinary and partial differential equations accordingly, that is interval ordinary and interval partial differential equations are to be solved. In the present analysis our target is to use interval computation in the numerical solution of some ordinary differential equations of second order by using interval finite difference method with uncertain analysis.
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CHAPTER-1
INTRODUCTION

In engineering, differential equations are used to model the behaviour of systems such as heat transfer, electric conduction, fluid flow, acoustic wave propagation, and stress distribution. However, sometimes differential equations may not be solved exactly due to the complexity in boundary conditions for geometry of the domain. Many methods, such as Finite Element Method (FEM), Finite Difference Method (FDM), Finite Volume Method (FVM), mesh free methods such as Element Free Galerkin (EFG), Natural Element Method (NEM), and Discrete Element Method (DEM) have been developed to obtain approximate solutions to various differential equations [1].

Finite Difference Method (Pilkey and Wunderlich [1]) is a technique for solving differential equations, in which the differential operator is approximated by a difference operator. In finite difference method the differential equation is approximated by a difference equation whose accuracy depends on the order of the polynomial of the assumed solution.

As mentioned earlier the coefficient of the differential equations may not be crisp. Those may be uncertain and may be given in terms of interval. Now-a-days many different problems (e.g. non linear root finding, solving of linear and non linear systems of equation, linear and global optimization) can be solved by interval methods (see [2], [3]). There are also many different algorithms for finding the solution of initial value problem for ordinary differential equations. The differential equations belong to a large class of important problems in many scientific fields. There are few papers devoted to the interval methods for solving such problems [4]. Related works are reviewed and cited here as follows for a better understanding of the present investigation. Marciniak [5] have applied multistep interval methods for solving the initial value problem. Jankowska and Marciniak [5] developed a new technique of implicit interval Multistep Methods for solving the Initial Value problem. Here, we are considering finite difference method to solve differential equation by taking the variable and parameter in terms of interval.

(1)
CHAPTER-2
INTERVAL COMPUTATION

Interval Arithmetic

The interval form of the parameters may be written as

\[ [x, \bar{x}] = \{x : x \in \Re, x \leq x \leq \bar{x} \} \]

Where \( \underline{x} \) is the left value and \( \bar{x} \) is the right value of the interval respectively. We define \( m = \frac{\underline{x} + \bar{x}}{2} \) as the centre and \( w = \bar{x} - \underline{x} \) as the width of the interval \([x, \bar{x}]\).

Let \([\underline{x}, \bar{x}]\) and \([\underline{y}, \bar{y}]\) be two elements then the following interval arithmetics are well known [6]

(i) \([x, \bar{x}] + [y, \bar{y}] = [\underline{x} + \bar{y}, \underline{x} + \bar{y}]\)

(ii) \([x, \bar{x}] - [y, \bar{y}] = [\underline{x} - \bar{y}, \bar{x} - \bar{y}]\)

(iii) \([x, \bar{x}] \times [y, \bar{y}] = [\min \{xy, x\bar{y}, \underline{x}y, \bar{x}\bar{y}\}, \max \{xy, x\bar{y}, \underline{x}y, \bar{x}\bar{y}\}]\)

(iv) \([x, \bar{x}] \div [y, \bar{y}] = [\underline{x}, \bar{x}] \times \left[ \frac{1}{\bar{y}}, \frac{1}{\bar{y}} \right]\)

Provided, \([y, \bar{y}] \neq [0, 0]\)
CHAPTER 3

TRADITIONAL FINITE DIFFERENCE METHOD

Finite difference method typically involves the following steps:-

- Generate a grid, for example \((x_i, t^{(k)})\) where we want to find an approximate solution.

- Substitute the derivatives in an ODE/PDE or an ODE/PDE system of equations with finite difference schemes. The ODE/PDE then becomes a linear/non linear system of algebraic equations.

- Solve the system of algebraic equations.

- Do the error analysis, both analytically and numerically [7].

Besides, finite difference methods, there are other methods that can be used to solve ODE/PDE such as finite element method, spectral methods etc. Generally finite difference methods are simple to use for problems defined on regular geometrics such as an interval in 1D, a rectangular domain in two space dimensions, and a cubic in three space dimensions.

Below we list three commonly used finite difference formulae to approximate the first order derivative of a function \(u(x)\) using the function values only [7].

- The forward finite difference
  \[
  D_+ u(x) = \frac{u(x + h) - u(x)}{h}
  \]

- The backward finite difference
  \[
  D_- u(x) = \frac{u(x) - u(x - h)}{h}
  \]

- The central finite difference
  \[
  D_c u(x) = \frac{u(x + h) - u(x - h)}{2h}
  \]

(3)
Let us consider a differential equation, i.e.

\[ \frac{\partial u}{\partial t} = a^2 \frac{\partial^2 u}{\partial x^2} \]

Assume \( u \) is a function of the independent crisp variables \( x \) and \( t \).

We subdivide the \( x \)-\( t \) plane into sets of equal rectangles of sides \( \delta x=h, \delta t=k \).

The above differential equation may be written as,

\[ \Rightarrow \frac{u(t_{i,j}+\delta t) - u(t_{i,j})}{\delta t} = \frac{a^2}{h^2} \left[ u(x_{i-1,j}) - 2u(x_{i,j}) + u(x_{i+1,j}) \right] \]
CHAPTER 4
Numerical Examples for Traditional Finite Difference Method

Example: 1 in this example, we will find the deflection of simply supported beam at $x = 50'$ as shown in Fig. 1. For the calculation we use step size $\Delta x = 25'$, Tension applied $(T) = 7200$ lbs, $E=$Young's modulus of elasticity of the beam(psi)=$30$ Msi, Second moment of area(in$^4$) $(I)= 120$ in$^4$, Uniform loading intensity (lbs/in) $(q)= 5400$ lbs, length of beam(in) $(L)= 75$ in.

\[
\frac{d^2y}{dx^2} - \frac{Ty}{EI} = \frac{q(L - x)}{2EI}
\]  

Fig. 1 Simply supported beam [8]

Substituting the given values in equation (1) we get

\[
\frac{d^2y}{dx^2} - 2\times10^{-6}y = 7.5\times10^{-7}x(75 - x)
\]  

Now, approximating the derivatives $\frac{d^2y}{dx^2}$ at node 'i' by the central divided difference method (shown in Fig 2).

Fig. 2 Illustration of finite difference nodes using central divided difference method [8]
\[
\frac{d^2 y}{dx^2} = \frac{y_{i+1} - 2y_i + y_{i-1}}{(\Delta x)^2}
\]

We can rewrite the equation as

\[
\frac{y_{i+1} - 2y_i + y_{i-1}}{(\Delta x)^2} - \frac{7200y_i}{(32\times10^6)(120)} = \frac{(5400)x_i(75 - x_i)}{2(30\times10^6)(120)}
\]

Since, \(\Delta x=25\), we have 4 nodes as given

The locations of the 4 nodes are

\[x_0 = 0, x_1 = 25, x_2 = 50, x_3 = 75\]

Writing the equation at each node, we get four simultaneous equations with four unknowns as below

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0.0016 & -0.003202 & 0.0016 & 0 \\
0 & 0.0016 & -0.003202 & 0.0016 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4
\end{bmatrix}
= \begin{bmatrix}
0 \\
9.375 \times 10^{-4} \\
9.375 \times 10^{-4} \\
0
\end{bmatrix}
\]

Solving the above matrix equation we get

\[
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4
\end{bmatrix}
= \begin{bmatrix}
0 \\
-0.5852 \\
-0.5852 \\
0
\end{bmatrix}
\]

The complete exact solution is given by

\[
y = 0.375x^2 - 28.125x + 3.75 \times 10^5 + c_1 e^{0.0014142x} + c_2 e^{-0.0014142x}
\]

Applying the given boundary condition we have

\[
c_1 = -1.77557286 \times 10^5
\]

\[
c_2 = -1.97442714 \times 10^5
\]
Substituting these values in equation (5) we get the solution as

\[ y = 0.375x^2 - 28.125x + 3.75 \times 10^5 - 1.77557286 \times 10^5 e^{0.0014142x} - 1.97442714 \times 10^5 e^{-0.0014142x} \]

**Example: 2**

This problem has been taken from [8].

Here we take the case of a pressure vessel to check its ability to withstand pressure. For a thick pressure vessel of inner radius \(a\) and outer radius \(b\), the differential equation for the radial displacement \(u\) of a point along the thickness is given by [8]

\[
\frac{d^2u}{dr^2} + \frac{1}{r} \frac{du}{dr} - \frac{u}{r^2} = 0
\]

The inner radius \(a=5''\) and the outer radius \(b=8''\), here are taken as given in [8] and the material of the pressure vessel is ASTMA36 steel. The yield strength of this type of steel is 36ksi. Two strain gages that are bounded tangentially at the inner and the outer radius measure normal tangential strain as

\[ \epsilon_{r=a} = 0.00076 \]
\[ \epsilon_{r=b} = 0.000375 \]

At the maximum needed pressure, since the radial displacement and tangential strain are related by

\[ \epsilon_i = \frac{u}{r} \]

So we have

\[ u \mid_{r=a} = 0.00076 \times 5 = 0.0038'' \]
\[ u \mid_{r=b} = 0.000375 \times 8 = 0.0030'' \]

Now let us divide the radial thickness of the pressure vessel into 6 equidistance nodes, and we will find the radial displacement profile as given in [8].
We have

\[
\frac{d^2u}{dr^2} \approx \frac{u_{i+1} - 2u_i + u_{i-1}}{(\Delta r)^2}
\]

(7)

\[
\frac{du}{dr} \approx \frac{u_{i+1} - u_i}{\Delta r}
\]

(8)

Substituting these approximations from equation (2) and equation (3) in equation (1) we get

\[
\frac{d^2u}{dr^2} + \frac{1}{r} \frac{du}{dr} - \frac{u}{r^2} = 0
\]

\[
\frac{u_{i+1} - 2u_i + u_{i-1}}{(\Delta r)^2} + \frac{1}{r_i} \left( \frac{u_{i+1} - u_i}{\Delta r} \right) - \frac{u_i}{r_i^2} = 0
\]

(9)

\[
\left[ \frac{1}{(\Delta r)^2} + \frac{1}{r_i \Delta r} \right] u_{i+1} + \left[ -\frac{2}{(\Delta r)^2} - \frac{1}{r_i \Delta r} - \frac{1}{r_i^2} \right] u_i + \frac{1}{(\Delta r)^2} u_{i-1} = 0
\]

(10)

Finally for 6 nodes we have the matrix equation as

Solution of the above matrix equation may be obtained as
$u_0 = 0.0038''$
$u_1 = 0.0035''$
$u_2 = 0.0033''$
$u_3 = 0.0032''$
$u_4 = 0.0031''$
$u_5 = 0.0030''$
CHAPTER-5
NUMERICAL EXAMPLES OF INTERVAL FINITE DIFFERENCE METHOD

The interval finite difference method has been discussed by the following examples only.

Example-3
The same problem has been taken as mentioned in Example 1, but here with some interval parameters. In this problem T, q, L and I are crisp and E has been taken as interval. The data are as below

\[ T = 7200 \text{Ibs}, \quad q = 5400 \text{Ibs/in}, \quad L = 75 \text{in}, \quad E = [29,31] \text{Msi}, \quad \text{and} \quad I = 120 \text{in}^2 \]

Substituting the above values in the given equation (1), we get

\[
\Rightarrow \frac{d^2[y, y]}{dx^2} - \frac{[60y, 60\bar{y}]}{[29 \times 10^6, 31 \times 10^6]} = \frac{22.5x(75-x)}{[29 \times 10^6, 31 \times 10^6]} \tag{11}
\]

It may be noted that \( y \) now will be in interval viz,

\[ y = [\bar{y}, \underline{y}] \]

We have used here the upper and lower variable in two second order ordinary differential equation and discretise the ordinary differential equation as below

\[
\frac{d^2 y}{dx^2} = \frac{y_{i+1} - 2y_i + y_{i-1}}{(\Delta x)^2} \tag{12}
\]

\[
\frac{d^2 \bar{y}}{dx^2} = \frac{\bar{y}_{i+1} - 2\bar{y}_i + \bar{y}_{i-1}}{(\Delta x)^2} \tag{13}
\]

Now from equation (11) and equation (12) we have

\[
\frac{y_{i+1} - 2y_i + y_{i-1}}{(\Delta x)^2} - \frac{60y_i}{29 \times 10^6} = \frac{22.5x_i(75-x_i)}{29 \times 10^6}
\]

Since, \( \Delta x = 25 \), we have 4 nodes as given earlier

(10)
Writing the equation for each node, we get the following

Node-1: From the simply supported boundary condition at x=0, we obtain

\[ y_1 = 0 \]

Node-2: for node-2 the equation is

\[ 0.0016 y_3 - 0.003202 y_2 + 0.0016 y_1 = 9.698 \times 10^{-4} \]

Node-3: for node-3 the equation is

\[ 0.0016 y_4 - 0.003202 y_3 + 0.0016 y_2 = 9.698 \times 10^{-4} \]

Node-4: From the simply supported boundary condition at x=75, we obtain

\[ y_4 = 0 \]

Similarly equation (11) and equation (12) we have

\[ \frac{y_{i+1} - 2y_i + y_{i-1}}{(\Delta x)^2} - \frac{60y_i}{31 \times 10^6} = \frac{22.5x_i(75-x_i)}{31 \times 10^6} \]

In the same way we can have the following again

Node-1: from the simply supported boundary condition at x=0, we obtain

\[ y_1 = 0 \]

Node-2: for node-2 the equation is

\[ 0.0016 y_3 - 0.003202 y_2 + 0.0016 y_1 = 9.072 \times 10^{-4} \]

Node-3: for node-3 the equation is

\[ 0.0016 y_4 - 0.003202 y_3 + 0.0016 y_2 = 9.072 \times 10^{-4} \]

(11)
Node-4: from the simply supported boundary condition at x=75 we obtain

\[ y_4 = 0 \]

Thus, we have four simultaneous equations with four unknowns for lower bound of the deflection and can be written in matrix form as

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0.0016 & -0.003202 & 0.0016 & 0 \\
0 & 0.0016 & -0.003202 & 0.0016 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
9.698 \times 10^{-4} \\
9.698 \times 10^{-4} \\
0
\end{bmatrix}
\]

Solving this matrix equation, we get

\[
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4
\end{bmatrix} =
\begin{bmatrix}
0 \\
-0.5979 \\
-0.5979 \\
0
\end{bmatrix}
\]

Similarly, we have four simultaneous equations with four unknowns for upper bound of the deflection and can be written in matrix form as

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0.0016 & -0.003201 & 0.0016 & 0 \\
0 & 0.0016 & -0.003201 & 0.0016 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
9.072 \times 10^{-4} \\
9.072 \times 10^{-4} \\
0
\end{bmatrix}
\]

Solution of the above gives

\[
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4
\end{bmatrix} =
\begin{bmatrix}
0 \\
-0.5599 \\
-0.5599 \\
0
\end{bmatrix}
\]

Finally the complete solution in interval form may be written as

\[
(12)
\]
\[ y_1 = [y_1, \ y_1] = [0, \ 0] \]
\[ y_2 = [y_2, \ y_2] = [-0.5979, \ -0.5599] \]
\[ y_3 = [y_3, \ y_3] = [-0.5979, \ -0.5599] \]
\[ y_4 = [y_4, \ y_4] = [0, \ 0]. \]

**EXAMPLE-4**

Next, we take the example 2 in the interval form.

The differential equation is given by

\[
\frac{d^2u}{dr^2} + \frac{1}{r} \frac{du}{dr} - \frac{u}{r^2} = 0 \quad (14)
\]

Let, the radial displacement \( u \) is given now in interval form as

\[
u|_{r=a} = [0.0037, 0.0039] \\
\nu|_{r=b} = [0.0029, 0.0031]
\]

As done in previous example we will have two ordinary differential equation for upper and lower bounds of \( u \). Consequently after bit calculation we arrive at the following matrix equation for lower value of \( u \).

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2.7778 & -5.8851 & 3.0754 & 0 & 0 & 0 & 0 & 0 \\
0 & 2.7778 & -5.8504 & 3.0466 & 0 & 0 & 0 & 0 \\
0 & 0 & 2.7778 & -5.8223 & 3.0229 & 0 & 0 & 0 \\
0 & 0 & 0 & 2.7778 & -5.7990 & 3.0030 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
u_0 \\
u_1 \\
u_2 \\
u_3 \\
u_4 \\
u_5
\end{bmatrix}
= \begin{bmatrix}
0.0037 \\
0 \\
0 \\
0 \\
0 \\
0.0029
\end{bmatrix}
\]

Solution of the above gives,
$u_0 = 0.0037$
$u_1 = 0.0034$
$u_2 = 0.0033$
$u_3 = 0.0031$
$u_4 = 0.0030$
$u_5 = 0.0029$

In a similar way we may write the matrix equation for upper value of $u$ as

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
2.7778 & -5.8851 & 3.0754 & 0 & 0 & 0 \\
0 & 2.7778 & -5.8504 & 3.0466 & 0 & 0 \\
0 & 0 & 2.7778 & -5.8223 & 3.0229 & 0 \\
0 & 0 & 0 & 2.7778 & -5.7990 & 3.0030 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\bar{u}_0 \\
\bar{u}_1 \\
\bar{u}_2 \\
\bar{u}_3 \\
\bar{u}_4 \\
\bar{u}_5
\end{bmatrix}
= 
\begin{bmatrix}
0.0039 \\
0 \\
0 \\
0 \\
0 \\
0.0031
\end{bmatrix}
$$

Corresponding solutions may be obtained for upper value of $u$ as

$\bar{u}_0 = 0.0039^\prime$
$\bar{u}_1 = 0.0036^\prime$
$\bar{u}_2 = 0.0034^\prime$
$\bar{u}_3 = 0.0033^\prime$
$\bar{u}_4 = 0.0032^\prime$
$\bar{u}_5 = 0.0031^\prime$

Finally we may write the interval solution of the problem as

$$u_0 = [u_{\bar{0}}, u_{\underline{0}}] = [0.0037, 0.0039]$$
$$u_1 = [u_{\bar{1}}, u_{\underline{1}}] = [0.0034, 0.0036]$$
$$u_2 = [u_{\bar{2}}, u_{\underline{2}}] = [0.0033, 0.0035]$$
$$u_3 = [u_{\bar{3}}, u_{\underline{3}}] = [0.0031, 0.0033]$$
$$u_4 = [u_{\bar{4}}, u_{\underline{4}}] = [0.0030, 0.0032]$$
$$u_5 = [u_{\bar{5}}, u_{\underline{5}}] = [0.0029, 0.0031].$$

(14)
CHAPTER-6

CONCLUSIONS

We have successfully applied interval finite difference method for the solution of second order ordinary differential equation. In this study the related ordinary differential equation has been written as a combination of two ordinary differential equations containing the upper and lower dependent variables. Then these are solved separately and the interval results obtained gives the bound of the exact solution (of crisp problem).
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