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ABSTRACT

Fault detection is critical for all-optical netwarl AONs). This paper introduces the
concept of monitoring cycles and proposes a mesharfor fault detection and path
performance monitoring based on decomposing AONS monitoring cycles. Two

monitoring cycle finding algorithms are developdukeuristic depth first searching
(HDFS) and shortest path Eulerian matching (SPEMg two algorithms are compared
in terms of wavelength overhead in nodes and liftkis. shown that the proposed fault

detection mechanism based on monitoring cyclefasteve and cost efficient

Heuristic depth first searching (HDFS):

1) Given graplG(V, E) , let the cycle cove€ =null ; number all nodes iN; and label
all nodes inv and all links inE as “‘uncovered;

2) Select an uncovered link in E, if multiple such links are available; selgbe
uncovered link whose endpoints are also uncov&tat DFS frome and go to that
Uncovered endpoints of e if possible; if no uncedelink with uncovered endpoint is
available, apply the largest/smallest rule desdritseow;

3) At each step of th®FS, select an uncovered link if possible. If multipleks are
available, alternatively use the largest/smallestenrnumber first rule in the iteration,

e.g. if the last time we selected the node withl@ingest number among multiple nodes
with the same priority, then this time we seleet tlode with the smallest number;

4) Once a link returns to the previously visitedtpa cyclec can be formed and add the
cycle to the coveC; label all the links and nodes in cydas ‘covered;

5) Repeat (2)-(4) until all links ik are “covered”.

(i)



Shortest path Eulerian matching (SPEM):

(1) For a non-Eulerian grafgh (V, E), find the seV’ of odd-degree nodes;

(2) Start from a nodedV’ and find the shortest path to every other nodescsehe
smallest one among them, denotggs y). Add pathp(x, y) to G (now some links irG
are “doubled”) and removeg, y fromV’ ;

(3) Repeat (2) untN’ =null. Now G (V, E) is Eulerian;

(4) Find an Eulerian cycle of the augmen@®W, E) and decompose it to a cycle cover

as mentioned above.

This paper introduced the concept of monitoringleyand proposed a fault detection
and path performance monitoring mechanism basedderomposing AONs into

monitoring cycles. The heuristic depth first searghHDFS) and shortest path Eulerian
matching (SPEM) algorithms are developed for figdmonitoring cycles in AONs. The

two algorithms are compared with respect to the imam and average number of
wavelengths occupied by monitoring in nodes ankslimThe results for the 4 network
examples show that the wavelength overhead isydmtt with this mechanism. Thus the
proposed mechanism based on monitoring cyclespiomising fault detection method

for AONSs. It is also applicable to path transmisspgerformance monitoring. The results
also suggest that the SPEM algorithm is better tharHDFS algorithm in terms of the

wavelength overhead

(ii)
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INTRODUCTION



1. INTRODUCTION

1.1.Fault Detection

With the development and deployment of dense wagdhe division multiplexing
(DWDM) and all-optical networking technologies, dgebmmunication transmission
networks continue to evolve towards higher datasrand increased wavelength numbers
and density. It greatly improves the data transimisgfficiency but, at the same time,
even a very short disruption of service caused bgtevork fault may lead to a very high
data loss in such networks. Consequently the né&tfworction for monitoring and fault

detection is critical for such networks.

There are numerous fault detection mechanismgdditional electrical communication
networks. Unfortunately, such mechanisms cannotapglied directly to all-optical
networks (AONs) due to the lack of electrical temations in AONs. Even some
detection methods deployed in optical networks wito-electro-opto (OEQO) conversion
cannot be adapted to AONSs.

1.2. Algorithm History

Optical power detection, optical spectral analypigpt tone and optical time domain
reflectometry can be deployed for fault detectiord aare also applicable to attack
detection in AONs. YHamazumi, M. Koga, K. Kawai, H. Ichino, K. Satq developed a

fault detection scheme by assigning monitors to gimks of each optical multiplex

section and optical transmission section. A hegrigtigorithm was proposed to



efficiently assign monitors and thus reduce thesiregl number of monitors. This kind of
scheme is channel-based and introduces large nsrobemnonitors thus it is not feasible
in current AONs due to channel dynamics, scalabditd costs factor©Other methods,

e.g. a finite state machine described were propbsédheir complexity for large-scale

and dynamic networks impedes their deployment

Most routing protocols, e.g. OSPF and IS-IS, alswvehinherent fault detection
functionality. Some key OSPF parameters were op@chiby M. Goyal, K. K.

Ramakrishnan, and W.-C. Feng to achieve fast fatiéction . A joint optical and IP
layer method was proposed by C. Assi, Y. Ye, A.BheS. Dixit, and M. Ali to

accelerate the detection speed. Usually the fatéation time of routing protocols is in
the seconds range, even with some acceleratingiteers. However, the typical time
constraint for fault recovery in optical networks 50 milliseconds. This constraint
inhibits moving the fault detection from the optidayer to the IP layer. Thus some

effective and efficient fault detection mechanisahsptical layer are still expected.

In this paper, we propose a mechanism for fauled&tn and path performance
monitoring in AONs that utilizes dedicated waveldrsgas supervisory channels. The
monitors are assigned based on cycle covers ofiehgork topology. Two cycle cover
finding algorithms are compared in terms of theleymumbers and length, as well as the
maximum and average number of occupied wavelenigtheodes and links, for four
typical networks: NSFNET, ARPA2, SmallNet and Betle.
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2. LITERATURE REVIEW

2.1What's an AON?

An all-optical network (AON) is a network that usdightwave communication
exclusively within the network. More precisely, an AON all network-tonetwork
interfaces are based on optical transmission, s#r-to-network interfaces use optical
transmission on the network side of the interfaoed all switching and routing within
AON network nodes is performed optically. The piat advantage of maintaining an
optical network core in comparison to using electptic components at nodes or in
transmission systems is higher bandwidth: optieadwidths are generally one thousand
fold those of electronic bandwidths, and avoidinqgical/electronic/optical conversions
therefore promises roughly one thousand times greddta rates than possible with
electro-optic networks. Transparency is an optietvork feature that allows routing and
switching of data within the network without integpation or regeneration of the
individual data streams. While transparency hasynaasirable features (e.g. terminal

upgrades do not require network upgrades), it imp®itant ramifications for security

2.2 Multiplexing techniques:

Optical fiber can provide a large bandwidth, apprately 24 THz. To share this
bandwidth, various multiplexing techniques have rbgeoposed for AONs. These
techniques include Wavelength Division Multiplexiig/DM), Optical Time Division
Multiplexing (OTDM), and Optical Code Division Mytiexing (OCDM). Recently,
hybrid-multiplexing techniques such as WDM/OTDM aniM/OCDM have also been
proposed for all-optical networks. A brief idea abd/DM is given below.



2.2a Wavelength Division Multiplexing WDM

In WDM, two or more optical signals having diffetemavelengths are combined and
simultaneously transmitted in the same directioar@n optical fiber. WDM is a rate and
format independent technology, and it can suppoyt @mbination of interface rates
including synchronous or asynchronous Optical Ceh(@C) OC-3, OC-12, OC-48, or
OC-192 on the same fiber at the same time. It igadly at an advanced stage of
development and WDM networks can be deployed usioghmercially available
components and systems. There are three variabbrid/DM: Narrowband WDM
(NWDM), Wideband WDM (WWDM) and Dense WDM (DWDM).ypically, NWDM

is implemented by using two wavelengths: 1533 aid/lnanometers (nm). WWDM, on
the other hand, is 3 implemented by combining a018t wavelength with another
wavelength into the lowloss window of an opticélefi cable between 1528 nm and 1560
nm in wavelength. Technically, WDM and DWDM are 8an however, as the name
implies, DWDM supports many more wavelengths. Thenber of wavelengths that a
DWDM system can support depends on the abilityhefdystem to accurately filter and
separate them. Initial implementations of DWDM sys$ support either 8 or 16
wavelengths. However, current DWDM systems are ldapaf supporting 32 or 40
wavelengths. Recently, DWDM systems capable of supg as many as 80 and 128

wavelengths have been announced.

2.3 Application of AONs

There is a wide range of potential AONs applicaiaofrigure 1) in commercial,
government, scientific, and academic arenas. Iméag-term, most of these applications
can be individually supported by electronic or &leoptic networks. However, the

aggregation of many services and the cost, flaigbiand transparency supported by



AONs may prove superior to electronic or electrtkometworks. The range of
applications can be classified into three categori€he first category contains
applications utilizing traditional digital service3he data rates of these applications
range from Kb/s to Gb/s. They can be further cfessiinto four subcategories that
include applications requiring Gb/s, fast-packeitdwng such as ATM, visualization,
simulation, and supercomputer interconnects. Tioerse covers applications requiring
100 Mb/s data such as LAN interconnections, congaeédigh Definition Television
(HDTV), digitized conventional video, and workstatiinterconnects. The third consists
of 10 Mb/s applications such as multi-channel digitudio and Ethernet class computer
networks, and the fourth subcategory covers apmics requiring 1 Mb/s or less such as

telephone services and RS-232 class.
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Figure 2.1: AON Applications




2.4 Example of anAON

M Access Node | | Wavelength Routing Switch

Figure 2.2: Bellcore’s Multi-wavelength All-Optical Network Architecture

As shown in Figure 1, the network architecture &xiesof an all-optical inner portion
that contains wavelength-routing switches. Accaydito the wavelength-continuity
constraint for wavelength-routed networks, two fpgths (a.k.a. optical communication
channels) that share a common fiber link shouldoeadssigned the same wavelength. In
the Figure A1, A2, andA3 are available wavelengths of the network. WawgleAl is
being used in two lightpaths for A-B and C-D cortimts since the two paths use 15
different wavelength-routing switched\2, and A3 can occupy the path between
wavelength-routing switches because they are difteffrequencies. However, if a
switching or routing node is also equipped with avelength converter, then the
wavelength-continuity constraint disappears, andlpath can be switched between



different wavelengths on its route from its soutoeits destination. For this reason,
routing and wavelength assignment is a major chgden wavelength-routed networks
without wavelength converters. Further, the lackvat’elength conversion increases the
probability of connection blocking because the saraeelength may not be available at
all nodes for a particular lightpath on its routenfi its source to its destination.
Wavelength converters are very expensive and aressal at all nodes in the network.

Bellcore’s architecture uses wavelength converdatyg at selected nodes in its network.
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3. MONITORING CYCLES

3.1 Monitoring Cycles

In AONSs the fault impact scopes are various in teahwavelengths (channels or paths).
Some faults only affect a single or some specifavelengths, e.g. transmitter laser
failure, optical crossconnect (OXC) port blockingtc. Others may affect all the
wavelengths passing through the faulty module, fibge cut, optical amplifier (OA)
saturation, etc. The characteristics of AON fawate strongly related to the specific
network components [8]. For AONSs, faults affectspecific wavelengths usually can be
handled by in-place fault control or managementtieat On the other hand, network
faults affecting all wavelengths put an impact oarenuser traffic and generate much
more alarms in the network, thus degrade the nétvperformance more severely.
Therefore it is critical to develop some mechanismaddress the latter kind of network
faults.

In this section we describe a scheme for detedtiegnetwork node or link faults that
affect all lightpaths passing through the nodel/like main idea is to decompose a
network into cycles. All nodes and links of the ggivnetwork are covered at least by one
cycle. We define these cycles amdhitoring cycles’. A pair of transmitter and receiver
is assigned to one node in each monitoring cycld #ms a loopback dedicated
supervisory channel (using an independent wavdigngtset up. Such a mechanism can

achieve fault detection and path performance mangan AONSs.

3.2 Feasibility

A network can be modeled as a finite undirectegly@ (V, E), whereV is the set of

vertices (network nodes) aiidis the set of edges (network link).cle (denoted as)

11



of the graph G is a sub-graph of G, which is cotegkand regular of degree two. A cycle
is often identified with its edge-set.@&cle coveldenoted a€) of a graph is a family of
cycles in which each vertex and edge of the grapears at least in one of these cycles.
Figure 1 gives an example of a network and an mgstaf its cycle cover. This cover

consists of 4 cycles. Some nodes and links app#giiroone cycle of the cover.

For example node, link bcandcg, are covered by cycl@) only. But some others
appear in multiple cycles, e.g. edagkis covered by both cycl@l) and(4), nodef by
cycle(2), (3) and(4).

j=

(2]

Figure 3.1: A graph example and its cycle cover
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To achieve fault detection and path performanceitoong for all nodes and links of a
given network, a cycle cover has to be found. A ffame time, for maximizing the
network resource utilization, we also have to mimenthe number of wavelengths
occupied by monitoring channels in nodes and lifikat is to say, the goal is to find a
cycle coverC for graphG (V, E) that minimizes the number of each node and link’s
occurrence in all monitoring cycle€. will be called acycle double cover if every edge
appears in exactly two of those cycles@fA minimum counterexample to the cycle
double cover conjecture must be a snark that hdk gi least seven. A snark is a
cyclically 4-edge-connected cubic graph of girtHeatst five. It is worth to note that no
snark of girth at least seven is known. In factnediteratures had conjectured that such
snarks did not exist. Thus it is safe to sawen if the counterexamples to the conjecture
do exist, it is not expected that communicationmoeks with such topologies will be

encountered in the real world.

The cycle double cover conjecture not only shows thasibility of the setup of
monitoring cycles, but also gives a reference foml@ating the performance of
monitoring cycle finding algorithms in terms of thetwork resource utilization. That is,
an achievable reference of the average number clipied wavelengths is two for

monitoring in all links.
In the following sub-sections we describe two hsigialgorithms for finding a cycle

cover in given graphs: the heuristic depth firsareshing HDFS] algorithm and the
shortest path Eulerial®PEM] matching algorithm.

13
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4. Heuristic depth first searching (HDES)

Given a graplG (V, E), starting from any node =V, we can traverse all links & by
depth first searchingdFS). Let the traversed part of G I& (V ’, E") during the DFS.
While a link e from nodex to nodey being traversed, if =V ‘, then there must exist a
pathp(y, - - -, X) =G". Thus pathp(y, - - -, X) and linke(x, y) consist a cycle. Based on

this fact, a heuristic cycle cover finding algonths developed as below

4.1 HDFS: The Algorithm:

1) Given graphG (V, E), let the cycle cove€ = null; number all nodes

in V; and label all nodes i and all links inE as“uncovered”;

2) Select an uncovered lirkin E, if multiple such links available, select
the uncovered link whose endpoints are also uneoav8tartDFS from e and go to that

uncovered endpoint &if possible;

3) At each step of eaddFS, select an uncovered link. If multiple links
available, alternatively apply the largest/smallestie number first rule, e.g. if in last
DFS we select a link whose end-node has the largesbauamong multiple nodes with
same priority, then in the curreDES we select the link whose end-node has the smallest

number;

4) Once a link returns to the previously visited partyclec can be

formed and added to the cov@rlabel all the links and nodes in cydas ‘covered;

5) Repeat 2)-(4) until all links inE are“covered”.

The selection of starting link tries to avoid caagra link with many different cycles in

the cover. The alternative largest/smallest nuntberade first rule distributes cycles

15



evenly among nodes and links. Both heuristic rutesrefore avoid occupying large

number of wavelengths for monitoring

oo
R L LT

Figure 4.1: Cycle coverobtained by HDFS

Fig. 4 describes the results of HDFS applying te ¢naph example given in Fig.3.
Before starting the DFS, the nodes are numbered frdo 10. All nodes and links are
labeled as “uncovered” and s&t= null. During the DFS the following iterations are

executed,

Iteration 1. start from node 1 and there are 3 “uncoveredslif, 2), (1, 4) and(l, 5).
Applying the smallest numbered node first rule,sgkect link(1, 2). After aDFS
iteration the cycld-2-3-7-4-1 is obtained and added @ Nodes in sefl,2,3,7,4} and
links in sef{(1,2), (2,3), (3,7), (7,4), (4,1)} are labeled ascbvered.

Iteration 2: start from nod& and there ar8 “uncovered links: (5, 1), (5, 6) and(5, 8).

Since nodé and8 are uncovered, linkb, 6) and(5, 8) are prior to(5, 1). Alternatively to

iteration 1, we apply the largest numbered nodw fule and select lin(, 8). After the

16



DFS the cyclé-8-10-9-6-5 is obtained and added @ Nodes in sef5, 8, 10, 9, 6} and
links in se{(5, 8), (8, 10), (10, 9), (9, 6), (6, 5)} are labeled ascovered.

Similarly, cycles6-4-2-1-5-6, 8-6-10-8, and 6-7-9-6 are obtained and added @in the

remainder iterations. Aftateration 5 all links in the graph are covered and a 5-cycle

cover is obtained as depictedriy. 4.

17
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5. SHORTEST PATH EULERIAN MATCHING (SPEM)

For an Eulerian graph, there exists an Euleriarectitat covers all links once. If we
traverse the Eulerian cycle by following links truintil a node is re-visited, the traversed
part forms a sub-cycle. Then we remove this parhfthe Eulerian cycle and traverse the
remainder part until all links are removed. In tiMay, the Eulerian cycle is decomposed
into a cycle cove€ consisting of all sub-cycles obtained in the traireg. Due to the fact
that no two cycles iC have a common link; the minimum number of monitgrin

wavelengths incident to each link can be achieved.

Euler proved that a graph is Eulerian if and ohigvery node has an even degree. Thus a
non-Eulerian graph has some nodes with odd degf@ese each link connects two
nodes, the total number of odd-degree nodes is. &/ercan augment the given graph to
construct an Eulerian graph by adding links betwpaits of odd degree nodes, i.e.
Eulerian matching. In the matching each added ma&corresponds to a path consisting
of existing links between the node pair in the i) graph. Links included in one
augment will be covered one more time in a cyclgecoTo minimize the average
number of wavelengths occupied by monitoring irkdini.e. minimize the average link
cover times, the shortest path augments betweenlegidte node pairs are added. This
Heuristic shortest path Eulerian matching (SPEMJ)escribed below,

19



5.1. The Algorithm
(1) For a non-Eulerian grapgh (V, E), find the seV * of odd-degree nodes;
(2) FromV ', start from a node and find the shortest path to every other node,
select the smallest one among them, denof®xag). Add the pathp(x, y) to G
(now some links irG are ‘doubled’) and removex, y fromV *;
(3) Repea(2) until V * = null. Now G (V, E) is Eulerian;

(4) Find anEulerian cycle of the augmente@ (V, E) and decompose it to a cycle

cover as abovementioned

20



3 (4) 3 {4};
/ \ TS
3 (1)

Figure 5.1: The graph example for SPEM:
(a) The shortest path Eulerian matching;(b) An Euérian cycle and decomposing;
(c) The cycle cover obtained by SPEM

21



For example, in the graph given in Fig. 3 we firdtibel the degree for all nodes and the
odd-degree node set{it, 2, 5, 8, 9, 10}. The degrees of all nodes are labeleHim 5(a).
For node 1, the shortest path to another nodélis) and(1, 2), which are a single hop.
Select(1, 2) and remove nodg, 2 from the odd-degree node set. Repeatedly we get the
matching path s€tl-2, 5-8, 9-10} (total length is 3) as shown in Fig. 5(a). If vetext(1,

5) at the first step, the matching path set wouldlk®, 2-3-7-9, 8-10}. The total length is
5, larger than the first matching path set and tluas dropped. In this way by
enumerating all possible tiers at each step, wegedrthe shortest path matching. The
node degrees changed by the matching paths aledabethe brackets in Fig. 5(a). Now
all node degrees are even and the augmented grdplidrian. An Eulerian cycle can be
found by any existing traversing algorithm, suchDdsS. In this example an Eulerian
cycle is listed inFig. 5(b). This Eulerian cycle is decomposed into 4 cycleshasvn in

Fig. 5(c).Note that a two-edge cycle, el-9-10, is not considered as'eeal” cycle.

22
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6. EVALUATION METRICS

6.1. Effects on wavelength utilization

Since some wavelengths are assigned to monitohagrels within each node and link,
the wavelength utilization of the network will dease. The maximum number of
occupied wavelengths in a node or link is the maximmumber of wavelengths assigned
for monitoring in this single node or link. It igg@valent to the maximum cover times of
a single node/link in a cycle cover. The averageler of occupied wavelengths is the
average number of wavelengths assigned for mongom all nodes or links. It is

equivalent to the average number of appearanck mba@es or links in a cycle cover.

To quantitatively analyze the relative degradatwdmwavelength utilization, we defined
the maximum and averageavelength overhealdrought to the network by monitoring

cycles per node and per link respectively,

Hmax = maximum # of occupiedis/ number of total availables (per node or link)
Have= average # of occupieds/ number of total availableis (per node or link)

HereHave indicates the average degradation of wavelengtization andHmax is for
the worst case of wavelength utilization degrada@mong all nodes/links. Nowadays
along with the deployment of DWDM technology, thewber of wavelengths in a single
link tends to become larger and larger. For exaniple reported even in 2001 that 432
wavelengths could be multiplexed into a singledibfherefore we set the number of
total available wavelengths in a node or link tod82 for calculatingdaveandHmax in

example networks given in Section ......

24



6.2. Cost analysis
The cardinality is the measurement of the size obantable set. If a countable set is

finite, its cardinality is the number of its elenti®nA countable but infinite set is said to

have the cardinalitk0. For a finite undirected graph, each cycle casex finite set of

cycles. Thecardinality of a cycle coves defined as the number of cycles in the cover. In
monitoring-cycle based fault detection, since adcaiver is assigned to each cycle and a
dedicated supervisory channel is established aliveg cycle for monitoring (one
wavelength is used), the cardinality (cycle numloéra cycle cover represents the total
required transceivers as well as the wavelengths nfionitoring. Thus it is the

measurement of the costs for the fault detecti@@tb@n monitoring cycles.

6.3. Examples

We tested and compared the proposed fault detectemihanism using the described two
heuristic algorithms respectively upon four exampletworks: NSFNET, ARPAZ2,
SmallNet, and Bellcore, as shown in Fig. 6. Thegrarance of the two cycle finding
algorithms are compared in terms of the metricemlasd in Section IV. The comparison
results are listed in Table 1. The results in Tableave shown that the numbers of
occupied wavelengths per link or node in all exaspmre small: in [maximum &s /
node and 3\s/ link] using HDFS, and 3s/node and As/link using SPEM. With the
assumption of available wavelengths (432 wavelengthailable per link/node), the
maximum overhead (in worst case) is only 1.16% maite and 0.7% per link using
HDFES, 0.7% per node and 0.5% per link using SPEMhSverhead doesn’t impact the

network utilization much, if it is not negligible.

The required number of transceivers for monitonsgletermined by the cycle cover

cardinality of each network example. We definertiteo between the number of required

25



transceivers and the number of links in a netwtrkneasure the relative costs for fault

detection

Rlink = # of required transceivers for monitoring / # of Inks in the network

The ratios are pretty small for all network exansple

For example, the worst case is the SmallNet Rlatk is 36.4% and 40.9% for using
HDFS and SPEM respectively. Comparing to the cotiweal fault detection schemes,
e.g. one-monitor-per-link case, the proposed mashmout more than half of the costs of
the transceivers. Therefore the proposed faultctiete mechanism is cost efficient for
meshed AONSs.

26
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7.CONCLUSION

This paper introduced the concept of monitoringleyand proposed a fault detection

and path performance monitoring mechanism basedderomposing AONs into

monitoring cycles. The heuristic depth first seargHDFS) and shortest path Eulerian

matching (SPEM) algorithms are developed for figdmonitoring cycles in AONs. The

two algorithms are compared with respect to the imam and average number of

wavelengths occupied by monitoring in nodes anlsliiThe results for the 4 network

examples show that the wavelength overhead isydoett with this mechanism. Thus the

proposed mechanism based on monitoring cyclespiomising fault detection method

for AONSs. It is also applicable to path transmissperformance monitoring. The results

also suggest that the SPEM algorithm is better thaiHDFS algorithm in

terms of the wavelength overhead.

Table 1. Comparison of cycle finding algorithms: HDFS and SPEM

NSFNET ARPA2 SmallNet Bellcore
Algorithm HDFS | SPEM | HDFS | SPEM | HDFS | SPEM | HDFS | SPEM
Number of nodes 14 21 10 15
Number of links 21 25 22 28
Cardinality of cycle cover i 4 4 4 8 9 i 5
Rink 286%| 190%| 16.0%| 16.0%| 364%| 409%| 214%| 179%
Max # of occupied As 4 2 3 Z ] K] 4 3
Hmax (node) 093%| 046%| 069%| 046%| 1.16%| 0.69%| 093%| 0.69%
node Ave # of occupied As 2.36 1.71 1.62 1.29 3400 250f 267 1.87
Have (node) 055%| 040%| 038%| 030%| 079%| 058%| 062%| 043%
Max # of occupied As 3 Z 3 2 3 2 K] 2
ik Hmax (link) 069%| 046%| 069%| 046%| 069%| 046%| 069%| 046%
Ave # of occupied As 1.57 1.24 1.36 1.20 155 1.18 143 1.14
Have (link) 0.36%| 029%| 031%| 028%| 036%| 027%| 0.33%| 026%

28
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