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PREFACE

Digital Image Processing, developed during last three decades, has become a very
important subject imll fields of engineeringlmage filtering is one of the prime areas
of image processing and idjective is to recovesnimagewhen it is corrupted with
noise

Impulsive noiseas frequently encountereduring the processof acquisition
transmissiomand reception, and storage amdrieval Usually median or a modified
version of median igmployed to suppress an impulsive noisés clear from the
literature that theletection followed by filtering adbves better performance théhe
filters without detection. The noisy pixels ahenreplacedwith estimated value In
this thesis efforts are made to develop ef@ait filters for suppression of impulse
noise undemediumand high noise density conditians

Two models of impulsive noise are considered in this thesis. The first one is
Saltand-Pepper Noise(SPN) model, where the noisealue may be either the
minimum or maximum of the dynamic gragale range of the image. And, the second
one isRandomValued Impulsive Nois@RVIN) model, where the noise pixel value is
bounded by the range of the dynamic gsagle of the imageSome proposed
schemes deal with SPN model of noise well as RVIN, wheeas someother
proposed schemes deal with only SPNfetv schenes arealso proposed for color
imagedenoising The filters are tested on lounediumand high noiselensitiesand
they are compared withome existing filters in terms of objective and subjective
evaluation.There area number of filters available &w andmediumnoisedensities
but they failto perform at high noise densitieékherefore, there is sufficientepe to
exploreand develop efficient filters for suppressing the impelsioiseat high noise
densities Hence efforts are made here to develop efficient filters for suppression of
impulse misefor mediumand high noiselensities The execution time is taken into
account while developinghe filters for online and reaime applications such as
digital cameratelevision, photephone, etc.

| hope the proposed filters in this thesis are helpful for other researche
working in ths fieldfor developing muclbetterfilters.

Ramedfulkarni
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Abstract

Impulse noise is a most common noise which affects the image quality during
acquisition or transmission, reception or storage and retrieval process. Impulse noise
comes under two categories: (1) fixealued impulse noise, @known as sakand
pepper noise (SPN) due i3 appearance, where the noise value may be either the
minimum or maximum value of the dgmic grayscale range of imagand (2)
randomvalued impuse noise (RVIN), where the noigyxel value is boundedykthe
range of the dynamic gregcale of the image.
In literature, many efficient filters are proposed to suppress the impulse noise.
But their performance is not good under moderate and high noise cosdiemce,
there is sufficient scope to explore andrelep efficient filters for suppressing the
impulse noise at high noise densities. In the present research work, efforts are made to
propose efficient filters that suppress the impulse noise and preserve the edges and
fine details of an image in wide rangkenoise densities.
It is clear from the literature that detection followed by filtering iewohs
better performance than filteringthout detection. Hence, the proposed filters in this
thesis ardased omletection followed by filtering techniques.
The filters which argroposed to suppress the SiPNhis thesisare
e Adaptive Noise Detection and Suppresgi®NDS) Filter
¢ RobustEstimator lased Impulséoise Reductio(REIR) Algorithm
¢ Impulse Denoising Using Improved Progressive Switching Median RAREYSM)
¢ ImpulseNoise Removal by Impulse Classificat{tRIC)
o A Novel Adative Switching Filtedl (ASF-I) for Suppression of High Density SPN
e A Novel Adative Switching Filtetll (ASF-11) for Suppression of High Density SPN
e Impulse Denoising Using Iterative Adaptive Switching F(taSF)
In the first method, ANDS, neighborhood difference is employed for pixel
classification. Controlled by binary imagée noise is filtered by estiniag the value
of a pixel with an adaptive switching based median filter applied exclusteely
neighborhoogixels that are labeled noidee. The proposed filter performs better in
retaining edges and fine details of an image attwwedium densities of fixed

valued impulse noise.
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The REIR method is based on robust statistic technique, where adaptive
window is used for pixel classification. The noisy pixel is replagéth Lorentzian
estimator or average of the previously processed pixels. Because of adaptive
windowing technique, the filter is able to suppress the noise at a density as high as
90%.

In the poposed method, IDPSM, the noisy pixel is replasgtth median of
uncorrupted pixels in an adaptive filtering window. The iterative nature of the filter
makes it more efficient in noise detection and adaptive filtering window technique
makes it robust engih to preserve edges and fine details of an image in wide range of
noise densities.

The forth proposed method is IRIC. The noisy pixel is replazéd median
of processed pixels in the filtering window. At high noise densities, the median
filtering may not be able to reject outliers always. Under such circumstatices
processed left neighboring pixel is considered as the estimated odtpet.
computational complexity of this method is equivalent to that of a median filter
having a 3x3 window. The proped algorithm requires simple physical realization
structures. Therefore, this algorithm may be quite useful for online andimeal
applications.

Two different adaptive switching filtere&sSF1 and ASFII are developed for
suppressing SPN at high noisgensity. The noisy pixel is replacedith
alphatrimmed mearvalue of uncorrupted pixels in the adaptive filtering window.
Depending on noise estimation, a small filtering window size is initially selected and
then the scheme adaptively clgas the window size based on the numbena$e
free pixels. Therefore, the proposed method removes the noise much more effectively
even at noise density as high as 90% and yields high image quality.

In the proposed method IASF, noisy pixel is replaceth wlphatrimmed
meanvalue of uncorrupted pixels in the adaptive filtering window. Due to its iterative
structure, the performance of this filter is better than existing -stdéstic filters.
Further, the adaptive filtering window makes it robust enough to preserve the edg

and fine details of an image.
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The filters which are proposed for suppregsandomvalued impulse noise
(RVIN) are:

e Adaptive WindovbasedPixelWise MAD(AW-PWMAD) Algorithm
e Adaptive Local Thresholding with MA@LT-MAD) Algorithm

The proposedmethod Adaptive Window based PixeFWise MAD (AW-
PWMAD) Algorithm is a modified MAD (Median of the Absolute Deviations from
the median)schemealongvith a thresholdemployed for pixeklassification. The
noisy pixel is replaced with median of uncorruptedefs in adaptive filtering
window.

Another proposed method for denoising the randafoed and fixeeralued
impulse noise is ALIMAD. A modified MAD based algorithm alongwith a local
adaptive threshold igtilized for pixelclassification. The noisy pét is replaced with
median of uncorrupted pixels in the filtering window of adaptively varied size.

Three threshold functions are suggested and employed in this algorithm. Thus,
three different versions, namelL. T -MAD -1, ALT-MAD -2 andALT -MAD -3 are
developed. They are observed to be quite efficient in noise detection and filtering.

In the last part of the thesisome efforts are made tievelopfilters for cola
image denoising. The filters which perform beitedenoising grayscale imagesare
developed for suppression of impulsive noise from color ima@?sce the
performance of denoising filters degrades in other color spaces, efforts are made to
develop color image denoising filters in RGB color space only in this research work

The deeloped filters are:

e Multi-Channel Robust Estimator based Imptisgise ReductioMC-REIR) Algorithm
e Multi-Channel Impulsé&oise Removal by Impulse Classificat{dhC-IRIC)
e Multi-Channellterative Adaptive Switching Filt§MC -IASF)
e Multi-Channel Adaptive Local Thresholding with MAC -ALT -MAD ) Algorithm
It is observed from the simulation results that the proposed filters perform

better than the existing methodshel proposed methods: ASFand IASF exhibit
quite superior performanda suppressing SPN in high noise densitempared to
other methods Similarly ALT-MAD-3 exhibits much better performance in

suppressing RVIN of low to mediunvisedensities
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Introduction

Preview

The aim of digital image processing is to improve the potentialnrdton for human
interpretation and processing of image data for storage, transmission, and
representation for autonomous machine percepiitie. quality of image degrades

due to contamination of various types of noigalditive white Gaussian noise
Rayleigh noise Impulse noise etc. ccrupt an image during the processes of
acquisition, transmission and reception and storage and retrieval. For a meaningful
and useful processing such as image segmentation and object recognition, and to have
very good visual display in applications likelgvision, photegphone, etc., the
acquired image signal must be neisge and made deblurredmage deblurring and
image denoising are the two saleas of image restoration. In the present research
work, efforts are made to propose efficient filters thgpress the noise apteserve

the edges and fine details of an imagefarsas possibleén wide range of noise

density.
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Introduction

The following topics are covered in this chapter.
e Fundamentals of Digital Image Processing
¢ Noises in Digital Images
e LiteratureReview
e Problem Statement
e Basics ofypatial Filtering
¢ Image Metrics
e Chapterwise Organization of the Thesis

e Conclusion

1.1 Fundamentals of Digital Image Processing
A major portion of information received by a humagingfrom the environment is
visual. Hence, processing visual information by computer has been drawing a very
significant attention of the researchers over the last few decades. The process of
receiving and analyzing visual information by the human speciesfesred to as
sight, perceptiomndunderstanding. Similarly, the process of receiving and analyzing
visual information by digital computer is calld@ital image processinf].

An image may be described as a {mensional functiorf (i, j), wherei and
| are spatial coordinates. Amplitude fo&t any pair of coordinate&, y), is called
intensity or gray value of the image. When spatial coordinates and amplitude values
are all finite, discrete quantities, the image is catlggtal image[2]. Ead element
of this matrix (2D array) is referred apicture elemenbr pixel. Image Processing
(IP) is a branch of study where eé>2image signaf (i, j) is processed either directly
(spatialdomain processing) or indirectly (transfedoman processing) IP and
Computer ision are two separate fields with a narrow boundary between them. In
case of IP, both input and output ar® 2mages whereas the output oCamputer
vision system is necessarily not an image rather some attributes of it.

In computer vision, the ultimate goal is to use computer to emulate human
vision, including performing some analysis, judgment or decision making or

performing some mechanicalperation (robot motion)11-14]. Fig. 1.1 shows a

typical image processing ggsn [1, 2].
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Introduction

Image Processing Transmitter
Software
1l h
Image Display
Acquisition K= Computer > Device
Svstem
i} v
Mass Storage Transmitter

Fig. 1.1 Basic Block Diagram

Following is the list oinost conmon image processing functions.

* Image Representation

* Image Transformation

* Image Enhancement

* Image Restoration

* Color Image Processing

* TransformDomain Processing

* Image Compression

* Morphological Image Processing

* Image Representation amkscription
* Object Recognition

For the first seven functionthe inputs and outputs are images whereas for the
rest three the outputs are attributéshe input images. With the exception of image
acquisition and displaynost image processing functioage usually implemented in
software. Image processing is characterized by spadfitions;hence the technique
that works well in one area may be inadequate in another.

Image processing begins with an image acquisition process. The two elements
are requred to acquire digital images. The first one is a sensor; it is a physical device
that is sensitive to the energy radiated by the object that has to be imaged. The second
part is called a digitizer. It is a device for converting the output of the setevnce
into digital form. For example ia digital camera, the sensors produce an electrical
output proportional to light intensity. The digitizer converts the outputs to digital data.

During the process of image acquisition noises are introduced.

Novel Restoration Techniques for Images Corrupted with High Density Impulsive Noise 4



Introduction

Imageprocessing may be performed in spatial or transfdomain. Different
transforms (e.g. Digete Fourier Transform (DFTNW], Discrete Cosine Transform
(DCT) [14, 16], Discree Hartley Transform (DHT)Z1], Discrete Wavelet Transform
(DWT) [9-13, 17-20, 23, etc, are used for different applications.

Image enhancemeig among the simplest and most appealing areas of digital
image processingl[l412(0. Basically, the idea behind enhancement techniques is to
bring out detail that is obscured, or signpo highlight certain features of interest in
an image. A familiar example of enhancement is when we increase the contrast of an
imageit looks better It is important to keep in mind that image enhancement is a
subjective area of image processing. Oe tther hand, image restoration is very
much objective. The restoration techniques are based on mathematical and statistical
models of image degradatioDenoising[121-133 anddeblurring tasks come under
this category.

Image restoration and filterings one of the prime areas of image processing
and its objective is to recover the images from degraded observations. The techniques
involved in image restoration and filtering are oriented towards modeling the
degradations and then applying an inverse oprati obtain an approximation of the
original image. The use of color in image processing is motivated by two principal
factors. First, color is a powerful descriptor that often simplifies object identification
and extraction from scene. Second, humangicaern thousands of color shades and
intensities, compared to shades of gray.

The first encounter with digital image restoration in the engineering
community was in the area of astronomical imaging during 1950s and 1960s. The aim
of the missionwasto record many incredible images of solar system. However, the
images obtained from the various planetary missions of the time were subject to much
photographic degradation. This missioaquired huge amount of money. The
degradations occurred due to dabslard imaging environment, rapidly changing
refractive index of the atmosphere and slow camshatter speed relative to
spacecraft. Any loss of information due to image degradat@sdevastating as it

reducedhe scientific value of these images.

Novel Restoration Techniques for Images Corrupted with High Density Impulsive Noise 5



Introduction

In the area of medical imaging, image restoration has certainly played a very
important role. Restoration has beerdisor filtering noise in Xay, mammograms,
and digital angiographic images.

Another application of this field is the use of digital teche®uo restore
ageing and deteriorated films. The idea of motion picture restoration is probably most
often associated with the digital techniques used not only to eliminate scratches and
dust from celluloid films of old movies, but also to colorize blank-white (gray
scale) films.

Digital image restoration is being used in many other applications as well.
Just to name a few, restoration has been used to restore bltayyirdages of aircraft
wings to improvequality assessmemirocedures. It is useaif restoring the motion
induced effects msent in still composite frames antbre generally, for restoring
uniformly blurred television pictures. Digital restoration is also used to restore images
in automated assembly / manufacturing process. Many deferented applications
require restoration, such as guided missiles, which may obtain distorted images due to
the effects of pressure differences around a camera mounted on the missile.

Digital images, which are-BP signals, are often corrupted with magpes of
noise, such aadditive white Gaussian noig@WGN) which is referred aadditive
noise and substitutivenoise such as, saltand-pepper noisg SPN) randomvalued
impulse noise(RVIN), multi-level noise during the processes of acquisition,
transmission andreception, and storage and retrieval. The impulse noise is
substitutive noise, i.e. the corrupted pixel value does not depend on the original pixel
value, whereas additiv@aussiamoise modifies the aginal pixel value with uniform
power in the whole bandwidth and with Gaussian probability distribution. Impulse
noise comes under two categories: (1) fixatbed impulse noise and (2) random
valued impulse noise. Under fixedlued impulse noise, the e may be unipolar or
bipolar. In many occasions an image is observed to be corrupted with bipolar fixed
value impulsenoise. A fixedvalued bipolar impulse noise is called satidpepper
noise (SPN) due to its appearance. The malfunctioning pixels ieraasensors,
faulty memory location in hardware, or transmission of the image in a noisy channel,
are the some of the conon causes for impulse noisé8[ 5861]. The intensity of
impulse noise has the tendency of either being relatively high or low. dthast
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when the signal i's gqguantized to O6LO6 inter
digitized into either minimum or maximum values in the dynamic range, these pixels
appear as hite or black dots in the imag@&his may severely degrade the age

quality and cause some loss of image information. Keeping the image details and
removing the noisérom the digital image is a challengjrpart of image processing
[29,66-86].

It is difficult to suppress AWGN since it corrupts almost all pixels in an
image. The arithmetic mean filtespmmonly known as Mean filteB7-39], can be
employed to suppress AWGN but it introducedwaring effect [16-20, 22]. Efficient
suppression afioise in an image is a very important issue. Conventional techniques of
image denoising using linear and nonlinear techniques have already been reported and
sufficient literaturs are available in this area§] 23-42].

A number of nonlinear and adaptiviiters are proposed for denoising an
image. The aim of these filters is to reduce the noise as well as to retain the edges an
fine details of the image28-28, 124128. But it is difficult to achieve both the
objectives and the reported schemes areaht# to perform in both aspects. Hence,
still various research workers are actively engaged in developing better filtering
schemes using latest signal processing technigues. The present doctoral research work
is focused on developing quite efficient imagdgnoising filters to suppress Impulse
Noise quite effectively without yielding much distortion and blurring.

1.2 Noise in Digital Images

In this section, various types of noise corrupting an image signal are studied; the types
of noise are discussed, and neattatical models for the different types of noise are
presented.

1.2.1 Types of Noise

The principalsources of noise in digital images arise during image acquisition and/or
transmission. The performance of image sensors is affected by a variety of factors
such asenvironmental conditions during image acquisitions, and quality of sensing
elements themselves. Images are corrupted during transmission principally due to

electromagnetic interference in a channel employed for transmission. For example, an
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image transmied using a wireless network might be corrupted because oérigbt
or other atmospheric disturbances.

When an analog image signal is transmitted through a linear dispersive
channel, the image edges (st or pulse like signal) get blurred and timeage
signal gets contaminated with AWGN since no practical channel is noise free. If the
channel is so poor that the noise variance is high enough to make the signal excurse to
very highpositive or high negative valuthenthe thresholding operation tite front
end of the receiver will contribute saturated max and min values. Such noisy pixels
will be seen as white and black spots in the image. Therefore, this type of noise is
known as salandpepper noise (SPN). So, if analog image signal is tratesinithen
the signal gets corrupted with AWGN and SPN as well. Thus, there is an effect of
mixednoise [L59.

If the image signal is transmitted in digital form through a linear dispersive
channel, then intesymbol interference (ISI) takes place. In additto this the
AWGN in a practical channel also cosiato picture. This makes the situation very

critical. Due to ISl and AWGNitmay so happen that a 01086 me

and viceversa. Under such circumstances, the image pixel values have changed to
some random values at random positions in the image frame. Such type of noise is
known asandomvalued impulse noisgRVIN).

Another type of noise that may corrupt an image signal ispeekle noise
(SN). In some biomedical applications like ultrasonic imaging and a few engineering
applications like synthesis aperture radar (SAR) imaging, such a noise is encountered.
The SNis a signal dependent noise, i.e., if the image pixel magnitude is high, then the
noise is also high. The noise is multiplicative because initathansmitting system
transmits a signal to the object and the reflected signal is recorded. When théssignal
transmitted the signal mayet contaminated with additive noise in the channel. Due
to varying reflectance of the surface of the object, the reflected signal magnitude
varies. So also the noise varies since the noise is also reflected by the sutffi@ce o
object. Noise magnitude is, therefore, higher when the signal magnitude is higher.

Thus, the speckle noise is multiplicative in nature.
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The speckle noise is encountered only in a few applications like ultrasonic
imaging and SAR, whereas all othgpes of noise like, AWGN, SPN, and RVIN
occur in almost all the applications.
1.2.2 Mathematical Models of Noise
There are different types of noises which corrupt an image. The noise like Gaussian
Noise, Rayleigh Noise, Gamma Noise, Speckle Noise and Impulse [dee quite
common.A few important noise models are presented in this section.
Additive WhiteGaussian Noise

Let g(i,j) be a noisy image formedue toaddtion of noisen(i,j) to an

original imagef (i, j), which is represented as
9@ j) =) +n(j) (1.1)

where, noisen(i, j) is represented by a Gaussian Probability Density Function (PDF).
The PDF of Gaussian random varialjes given by

1 —e=w?

\/Zn'ae 207 (1-2)
where, t is gray | eveitsstandarddeviatone an v al ue

When t he ?ofitheirandom @qisg(f) is very low, them(i, ;) is
zero or very close to zero at many pixel locations. Under such circumstances, the
noisy imageg(i,j) is same or very close to the original imgge, j) at many pixel
locationg, j).
Impulse Noise

The SPN and RVIN, which are generally categorizedmgsulse noise, are
substitutive in nature. The impulse noise occurs at random loc#étjghs

Let a digital imagg¢(i,j), after being corrupted with SPN of densiybe

represented ag(i, j). Then, the noisy image(i, j) is mathematically represented as:

@) probability, p=1—-d
g(,j) = 0 probability, p =d/2 1.3)
1 probability, p = d/2

If it is corrupted with RVIN of density, it is mathematically represented as:
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JA(W)) probability, p =1—-d

(i) probability, p = d (1.4)

9Gij) =1
Here,n(i,j) represents a uniformly distributed random variable, ranging from
0 to 1, that replaces the original pixel valfg, j). The noise magnitude at any noisy
pixel location (i, j) is independent of the original pixel magnitude. Therefore, the
RVIN is truly substitutive.
Speckle Noise
Let a digital imagef (i, j), after being corrupted with multiplicative nojdee
represented ag(i, j). Then, the noisy image(i, j) is mathematially represented as:
9. =f@N+n0NFES) (1.5)
9.7 =1 +n@NIfGE)) (1.6)
wheren(t) is a random variable.
The proposed filters developed in subsequent chapters are meant for
suppression of low to high density impulse noise.

1.3 Literature Review

Noise in an image is a serious problem. Efficient suppression of noise in an image is a
very important issue. Denoising finds extensive applications in many fields of image
processing. Conventional techniques of image denoising using linear and nonlinear
filters have already been reported and sufficient literature is available in this area.
Recently, various nonlinear and adaptive filters have been suggested for the purpose.
The objectives of these schemes are to reduce noise and to retain, as far &s possib
the edges and fine details of the original image in the restored image as well.
However, both the objectives conflict each other and the reported schemes are not
able to perform satisfactorily in both aspects. Hence, still various research workers are
actively engaged in developing better filtering schemes using latest signal processing

techniques.

1.3.1 Filters for Suppression of Additive Noise

Traditionally, AWGN is suppressed using linear spatial domain filters such as Mean
filter [1-7], Wiener filter [1, 2, 8, 15, 4042] etc. The traditional linear techniques are
very simple in implementation but they suffer from disadvantage of blurring effect.

They also dondét perform well in the prese
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this limitation, nonlinearfilters [4] are proposed. Some well known nonlinear mean
filters are harmonic mean, geometric meafiniean, contrdnarmonicmean proposed

by Pitas et al.g] are found to be good in both preserving edges and suppressing the
noise. Another good edge pregag filter is Lee filter 3] proposed by J.S. Lee. The
performance of this filter is also good in suppressing noise as well as in preserve
edges. Anisotropic diffusion4ft, 43 is also a powerful filter where local image
variation is measured at every point, and pixel values are averaged from
neighborhoods whose size and shape depend on local variation. The basic principle of
these methods is numbers of iterations. If more rermbf iterations are used it may
lead to instability; in addition to edges, noise becomes prominent. Raidai
proposéd total variation (TV) filter #6] which is also iterative in nature. In the later
age of research, simple and nAterative scheme afdge preserving smoothing filters

are proposed. Onef them is Bilateral filter 47]. Bilateral filter works on the
principle of geometric closeness and photometric similarity of gray levels or colors.
Many variants of Bilateral filters are proposed iterature that exhibit better
performance under high noise condensatif) 49. A filter named nordocal means
(NL-Means) b0] averages similar image pixels defined according to their local
intensity similarity. Based on robust statistics, a number tdréilare proposed. T.
Rabie p1] proposed a simple blind denoising filter based on the theory of robust
statistics. Robust statistics addresses the problem of estimation when the idealized
assumptions about a system are occasionally violated. Anothersitgnonethod
based on théi-weight midregressionis proposed by Hoet al [52] is found to be
effective in suppressing AWGN. Kernel regression is a nonparametric class of
regression method used for image denoistgj [

Many filters based on Fuzzy logare developed for suppressiohadditive
noise[36, 37, 54. Ville et al [54] proposed a fuzzy filter for suppression of AWGN.
The first stage computes a fuzzy derivative for eight different directions. The second
stage uses these fuzzy derivatives tofgen fuzzy smoothing by weighting the
contributions of neighboring pixel values. Bppling iteratively the filter effectively
reduces high noise.

Now-a-days, wavelet transform is employed as a powerful tool for image
denoising $5-57]. Image denoising using wavelet techniques is effective because of
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its ability to capture most of the energy of a signal in a few significant transform
coefficients, when natural image is corrupted with Gaussian noise.

1.3.2 Filters for Suppression of ImpulsiveNoise

An impulsive noise of low and moderate noise densities can be removed easily by
simple denoising schemes available in the literature. A simple median &8pr [
works very nicely for suppressing impulsive noise of low density and is easy to
implement. But the cost paid for it distorts edges and fine details of an image. The
distortion increases as the filtering window sigéncreased to suppress high density
noise. Specialized median filters such as weighted median 883, 86|, center
weighted median filter §4-66, 81, 83 and Recursive Weighted Median Filter
(RWMF) [65] are proposed in literature to improve the performance of the median
filter by giving more weight to some selected pixel(s) in the filtering window. But
they are still impleranted uniformly across an image without considering whether the
current pixel is noisy or noAdditionally, they are prone to edge jitter in cases where
the noise density is high. As a result, their effectiveness in noise suppression is often
at the expese of blurred and distorted image features.

Conventional median filtering approach applies the median operation
everywhere without considering whether it is uncorrupted or not. As a result, image
quality degrades severely. An intuitive solution to overcdime problem is to
implement an impulseaoise detection mechanism prior to filtering; hence, only those
pixels identified ascorrupted would undergo the filtering process, while those
identified asuncorruptedwould remain intact. By incorporating suchise detection
mechanism ointelligenceinto the median filtering framework, smlled switching
median filterg[68, 69, 72-76, 79 have shown significant performance improvement.

A number of modified median filters have been propdg2d84], e.g., minimum
maximum exclusive megdMMEM) filter [80] proposed by W.Y.Haret al, pre-
scanned minmax centareighted (PMCW) filter [81] proposed by Wangand
decisionbased median filtef69] proposed by D.A.Florenciet al. In these methods,
the filtering operation adapts to the local properties and structures in the Imé#uge.
decisionbased filtering[82-85] for example, image pixels are first classified as
corruptedand uncorrupted and then passed through the mediad identity filters,
respectively. The main issue of the decidbased filter lies in building a decision
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rule, or a noise measur&d6-109, that can discriminate the uncorrupted pixels from
the corrupted ones as precisely as possible.

In MMEM filter [80]; where the pixels that have values close to the maximum
and minimum in a filter window are discarded, and the average of remaining pixels in
the window is computed to estimate a pixel. If the difference between the center
pixel and average exceedstl@eshold, thecenter pixel is replaced by average;
otherwise, unchanged. The performance of this filter depends on the selection of
threshold value. One simple switching filter Adaptive CehlMeighted Median
(ACWM) [66] proposed by T.Cheat al, CenterWeighted Mediar(CWM) [64] has
been used to detect noisy pixels in the first stage. The objective is to utilzentee
weighted mediarfilters that have varied center weights to define a more general
operator, which realizes the impulse detection by using the differences defined
between the outputs of CWM filters and the current pixel of concern. The ultimate
output is switched between the meadand the current pixel itself. While still using a
simple thresholding operation, the proposed filter yields superior results to other
switching schemes in suppressing both types of impulses with different noise ratios.
But its estimation efficiency is po. Florencioet al. [69] proposed a decision
measure, based on a second order statistic cadiedalized deviation.

The peak and valley filte[70] proposed by Windyga, is a highly efficient
nonlinear norterative multidimensional filter. It identifiesoisy pixels by inspecting
their neighborhood, and then replaces their values with the most conservative ones out
of the values of their neighbors. In this way, no new values are introduced into the
neighborhood and the histogram distribution range isewed. The main advantage
of this filter is its simplicity and speed, which makevery attractive for real time
applications. Amodified peak and valley filterdletail preserving impulsive e
removal[71] schemehas also been proposbkd N. Alajlan This filter provides better
detail preservation performanceut it is slower than the original peak and valley
filter.

The tri-state median filtef86] proposed by T.Cheet al, further improved
switching median filters that are constructed by including an appropriate number of
centerweighted median filters into the basic switching median filter structure. These
filters exhibit better performance than the standard and thehsmgt median filters at
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the expense of increased computational complexity. Z.\\éarad have proposed a
progressive switching median filtdPSM) [72] for the removal of impulse noise from
highly corrupted images where both the impulse detector and iBe fiter are
applied progressively in iterative manner. The noise pixels processed in the current
iteration are used to help the process of the other pixels in the subsequent iterations. A
main advantage of such a method is that some impulse pixelsdanahe middle of

large noise blotches can also be properly detected and filtered. Therefore, better
restoration results are expected, especially for the cases where the images are highly
corrupted. A new impulse noise detection techniqid] for switching median filters
proposed by S. Zhangt al is based on the minimum albste value of four
convolutionsobtained using ondimensional Laplacian operators. It provides better
performance than many of the existing switching median filters with comparable
computational complexity.

Early developed switching median filters are commonly found being non
adaptive to a given, but unknown, noise density and prone to yielding pixel
misclassifications especially at higher noise density interference. To address this
issue, thanoise adaptive soefiwitching mediar{NASM) filter is proposed H.L. Engt
al. [74], which consists of a thrdevel hierarchical sofswitching noise detection
process. The NASM achieves a fairly robust performance in removing impulse noise,
while preserving signal detailsrass a wide range of noise densities, ranging from
10% to 50%. However, for those corrupted images with noise density greater than
50%, the quality of the recovered images become significantly degraded, due to the
sharply increased number of misclassifexkels.

The signatdependent rankrdered mean filtef85] is a switching mean filter
that exploits rank order information for impulse noise detection and removal. The
structure of this filter is similar to that of the switching median filter except kieat t
median filter is replaced with enk-ordered mearof its surrounding pixelsThis
filler has been shown to exhibit better noise suppression and detail preservation
performance than some conventional and si&tbe-art impulse noise cancellation
filters for both grey scalé8p] and color B4, 132137 images.

The adaptive twepass rank order filtef87] has been proposday X.Xu, to
remove impulse noise from highly corrupted images. Between the passes of filtering,
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an adaptive process deteategularities in the spatial distribution of the estimated
noise and selectively replaces some pixels changed by the first pass with their original
values. These pixels are kept unchanged during the second filtering. Consequently,
the reconstructed imagmaintains a higher degree of fidelity and has a smaller
amount of noise.

A variational approach to remove outliers and impulse ndi88] by
M.Nikolova, is an edgeand detaHpreserving restoration technique to eliminate
impulse noise efficiently. It uses norsmooth data fitting term together with eege
preserving regularization functions. A combination of this variational met86d [
with an impulse detector has also been presented in an iterative procedure for
removing randonvalued impulse noise8p|. The filter offers good filtering
performance but its implementation complexity is higher than most of the previously
mentioned filters.

The method proposed by I. Aizenbeeg al [90], employs boolean functions
for impulse noise removal. In this approathe gray level noisy input image is
decomposed into a number of binary images by gray level thresholding. Detection and
removal of impulse noise are then performed on these binary images by utilizing
specially designed boolean functions. Finally, the Itegu boolean images are
combined back to obtain a restored grey level image.

A number of filters utilize the histogram information of the input image. In
image restoration using parametric adaptive fuzzy fijf@&Y and an adaptive fuzzy
filter for restaing highly corrupted image by histogram estimati§®2], the
histogram information of the input image is used to determine the parameters of the
membership functions of an adaptive fuzzy filter. The filter is then used for the
restoration of noisy imagesAn adaptive vector filter exploiting histogram
information is also proposed for the restoration of color imat@§.[

With boundary discriminative noise detecti@DND) algorithmproposed by
PetEng Ng et al [106, a highlyaccurate noes detection algrithm, an image
corrupted even up to 70% noise density may be restored quite efficiently. But there is
no remarkable improvement in the results at higher noise density.

In addition to the median and the mean based filtering methods discussed
above, a nuiper of nonlinear impulse noise filtering operators based on soft
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computing methodologies have also been prese®@d(J. These filters exhibit
relatively better noiseemoval and detail preservaticapability than the median and

the mean based operators. However, the implementation complexities of these filters
are generally too much and the required filtering window size is usually larger than
the other methods. Indeed, neduazy (NF)[101-105] systems imerit the ability of

neural networks to learn from examples and derive the capability of fuzzy systems to
model the uncertainty which is inevitably encountered in noisy environments.
Therefore, neurduzzy systems may be utilized to design lindges and detail
preserving impulse noise removal operators provided that the appropriate network
topologies and processing strategies are employed. The method proposed by Wenbin
Luo et al.[113 usesa fuzzy classifier for pixetlassification and a simpleedian

filter is employed for replacement of corrupted pixels. The methods projysed
F.Russo 30] and F. Farbizt al [31], uses neruduzzy for filtering purpose.

In recent years, a number of methods have been proposed which work on both
randomvalued and sakandpepper noisg112,143148. The method proposed by
V.Crnojevicet al, Advanced Impulse Detection Based on RiXisle MAD [127 is a
modification of absolute deviation from median (MAD). MAD is used to estimate the
presence of image detail&n iterative pixelwise modification of MAD is used here
that provides a reliable removal of impulse noise. An improved method of this
algorithm isimpulse noise filter with adaptive MAD based threshdB] proposed
by Vladimir et al. In this system the threshold value is changed from pixel to pixel
based on local staties. Since it is a noiiterative algorithm, its execution time is
quite reasonable and less than that required by PWMAD. The performance of both the
methods is quite@pd under low noise density. But they fail miserably at high noise
densities. In the same category one more method proposed b@HdLin isknown
as progressive decision based mean type filie80]. This is based on Dempster
Shafer (DS) evidence thegr for pixelclassification. The mass functions are
generated based on information available in the filtering window which are used for
the DS evidence theory. Decision rules can determine whether the pixel is noisy or
not based on the no®rrupted bebf value. Both detection and filtering are applied
progressively through several iteratohe corrupted pixels are replaced by the
mean of the nois&ee pixels in the filter window.
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An efficient method deveped by Jianjun Zhan§l112 performs well for
filtering randomvalued noise. In this methpdn adaptive center weighted median
filter is used to identify pixels which are likely to be corrupted and restored by using
median filter.

A simple iteration procedure is used for noise detection andridfgrirpose.

In Iterative Adaptive Switching Median Filtdil10 proposed by S.Saudet. al a
two-pass algorithm is employed for identification of a noisy pixel and replacing the
corrupted pixel by a valid median. Another iterative filter is propose.blyChanet

al [143 for effective suppression of randewalued noise. As it takes a large number

of iterations, its execution time is too much. Further, it fails to retain the edges and
fine details of an image at higher densities.

The method proposed yaindi Ibrahimet al [111] is an adaptive median
filter to remove impulse noise from highly corrupted images. In fact, it is a hybrid of
adaptive median filter with switching median filter. The adaptive median filter
changes its size according to local noise density estimated. Theisgitcimework
helps to speedup the process of filtering. This method preserves the local details and
edges of an image at medium noise densities. But there is no remarkable improvement
in the results at higher noise densities.

Recently, a number of algtlims are proposed. 38142, 149167, 172174
for suppressing impulse noise. Different types of noise detection and correction
techniques are proposed for filtering based on statistics, fuzzy logic and neural
network. They work effectively; but, they fdib retain edges and fine details of an
image at high noise densities even though they have high computational complexities.
But, none of the filters available in literature is able to achieve very good restoration
without distorting the edges and fine distaFurther, there is a need to reduce
computational complexity of a filtering algorithm for its use in4té&ak applications.

Hence, it may be concluded that there is enough scope to develop better
filtering schemes with very low computational complgsttiat may yield high noise
reduction as well as preservation of edges and fine details in an image.

1.4 The Problem Statement
It is essential to suppress noise from an image as far as possible. At the same time, its

fine-details and edges are to be retained nauch as practicable. The filtering
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algorithms to belevelopednust be of low computational complexity so that they can
filter noise in short time, and hence will find themselves suitable for online and
reaktime applications.

Thus, the problem takeor this doctoral research work is to devekfficient
nortlinear filters to suppress impulse naise

e with very high efficiency

e yielding extremely low distortion

e in wide range of noise densities

¢ with less computationalomplexity and low rutime overhead
¢ while retaining edges and fine details of an image

This research work focuses mainly on saittpepper impulse noise; in
addition, some methods are developed to suppress both rasadioed and saland
pepper impulsaoise.

Usually, transforrrdomain filters consume much more time compared to the
time taken by spatiadomain filers. Thus it is intended to develop efficient filters only
in spatialdomain

Therefore, the following problem is taken.

Problem To develop some novetfficient restoration algorithms for images
corrupted with high density impulse noise.

A brief overview of fundamentals of spatddmain filtering is presented in
the next section for ready reference.

1.5 Basics of SpatialDomain Filtering
Let £(i,j) represent an original noise free digital image withrdWs and Ncolumns
with the spatial indicesand]j ranging from 0 to Ml and O to N1 respectively. It is

denotedas
f(M _ 1,0) - f(M— i,N -1)

Let g(i,j) represent the noisynage with same dimension as thatffi, j).

f.j) =

Let us defineW(k, ) as a mask or window or kern&l,l € Z, k andl arelimited in

<k< and

the rang of @

Mw—1) —(Vw—1)
2 2

<l< % , whereM,, andN,,

represent the number of rows and columns in the windf@mwv example if it is (3x3)
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then, the rangof kandl is givenby-1 k@ +1-lal@®d +1 respectively
subimagegy, (i, j) for (3x3) withg(i, j) as a centre pixel igiven by
g, ) =g(i+kj+Dfor-1 K ( Oltis asually expresseih matrix form
as:
9i—-1j-1) g@i-1j) gi-1j+1)

gi+1,j-1) g@+1j)) gi+1j+1)

Similarly, a(5x5) subimagecentered ag (i, j) is given by
@GN =gli+kj+D, -2 ) (O +2.

The filtering process consists simply of moving the filtering mask from point
to point inthe image. At each poin€i, j), the response of the filter at thaoint is
calculated using pdefined relationships. For example, if it is mean filter, then, the
centre pixel is replaced by mean value of pixels in the filtering window, if it is median
filtering, centre pixel is replaced by median of sofage pixels.

Thus, arestorediinage $ evaluated by convalwg the noisy imagey (i, j) with

filter kernelW (k,1). The convolution process is mathematically represented as:
FED =) gul) x Wk
I k

where,f (i, j) denotes the restored image.
1.6 Image Metrics
The performances of filters are evaluated by objective as well as subjective
techniques. For subjective evaluation, the image has to be observed by a human
expert[168] whereasobjective evaluation of aimageis performedby evalating
error and errorelatedparameters mathematically

There are various metrics used for objective evaluation of an image. The
commonly used metrics are mean squared error (MSE), root mean squared error
(RMSE), mean absolute error (MAE) and peak sigoahoise ratio (PSNR) etc.
[6,169.

The original noisdree image, noisy image, and the filtered image are
represented by (i,j), g(i,j) and f(i,j) respectively. Let the images be of size
MxN, i.e.i= 1, 2 M3andg=,1 , 2 N.3Thed, MSE is defined as:
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> (RiL D - 6L )3
MSE= =2 =1 1.7)
M x N

The PSNR is defined in logarithmic scale, and is expressed in dB. It is a ratio

of peak signal power to noise power. The PSNR is defined as:

PSNR=10log,(j5p) 9B (1.8)

provided thesignal lies in the rargg[0,1]. On the other hand, if the signal is
represented in the raagf [0,255], the numerator in (1.8) will be (25%)stead of 1

For the color image processing, the color peak signal to noise ratio (CPSNR)
[36b] indB is used aperformance measure. The CPSNR is defined as:

-1
CPSNR=10- |ong > MS!E:I dB (1.9)

cc RG B

where,MSE is the mean squared error in a particular channel of the color space.
Though these image metrics are extensively used for evaluating the quality of

arestored image, none of them gives a true indication of performance of a filter. In

addition to these parameters, a new metrigversal quality index (UQI) [170is

used in literature to evaluate the quality of an image.

Universal Quality Index

The unversal quality index (UQI) is modeled by considering three different factors:

(i) loss of correlation, (i) luminance distortion and (iii) contrast distortion. It is

defined by:

2fE 20,0
uaQl = Ly ., ~2 2f EZ (1.10)
where 9% T4 T
_ 1 M N
P _ fi
MxNizlljZ; (i,]) (1.11)
E 1 3L E( :
ZMxN;JZ:; i, ) (1.12)
, 1 M N
o :le (f(, ) -fa,1)° (1.13)

i=1 j=1
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agzﬁ_lgg(ﬁi,n— i, j))’ "
o= 1;JZ:;(f(i,J)—f‘(i,j))(i'?(i,n—i'?(i,j)) 15)

The UQI consists of three components. The first component is the correlation
coefficient between the original noifee image, f and the restored imagd,; that
measures the degree of linear correlation between them, and its dynamic range is
[-1,1]. The second component, with a range of [0, 1], measures the closeness between

the average luminance df and £. It reaches the maximum value of 1 if and only if

f equalsﬁ. The standard deviations of these two imagesand o care also

regarded as estimates of their contrast levels. The value of contrast level ranges from

0 to 1 and the optimum value of 1 is achieved only wggr o .

Hence, combining the three parameters: cormiatiaverage luminance
similarity and contrastevel similarity, the new image metric: universal quality index
(UQI) becomes a very good performance measure.

Image Enhancement Factor

The nextmost widely used quality metrior image quality measuremeist Image
Enhancement Factor (IEF) [1]J71t indicates the performance of a filter under varying
noise densities. Thus, IEF indicates qualitatively the relative quality improvement
(noisereduction) exhibited by a process (filter). The mathematical repedsen of

IEF is given by,

[EF — Mg N-f )]
SIfGH-Fai]

The above metrics are extensively used to evaluate the restored image quality

(1.16)

of filter, andnoneof them gives the indication of complexity of filter. Henceother

parameterexecution timeis employedo measure the complexity of filter.
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Execution Time

Execution Time (§) of a filter is defined ashe timetaken by a digital computing
platform to execute the algorithm, when no other software except the operating
system (OS) runs on it

Execution Time () depends on the configuration of computer used for
execution of algorithm. Based of complexity of filttve execution time varies. The
filter with less complexity will take less time. The filter with laxecution timas
preferred for online and retime applications.

Hence, a filter with lower g is better than a filter having highek Talue
when all oher performanceneasures are identical.

Since the execution time is platform dependant, some standard hardware
computing platforms: SYSTEM, SYSTEM2 and SYSTEM3 presented in
Tablel.1 are taken for the simulation work. Thus, theparameter valuetr the
various existing and proposed filters are evaluated by running these filtering
algorithms on these platforms.

Table-1.1: Details of hardware platforms (along with their operating system) used for

simulating the filters

Hardware Clock RAM (GB) Operating System
Processor

platforms (GH2z2) (usable) (0S)

SYSTEM1 Pentium (R)D Processor 2.80 0.99 Windows XP 32 bit OS

SYSTEM2 Intel(R),Core(TM) 2Duo 3 34 Windows XP 32 bit OS

SYSTEM3 Intel(R),Core(TM) i5 3.2 3.4 Windows XP 32 bit OS

1.7 Chapter-wise Organization of the Thesis

The chaptemwise organization of the thesis is given below.

Chapter-1: Introduction

Chapter-2: Study of Existing Filters

Chapter-3: Development of Novel Filters for Suppression of SalttPepper Noise

Chapter-4: Development oNovel Filters for Suppression of Randeralued
Impulse Noise
Chapter-5: Development of Some Color Image Denoising Filters

Chapter-6: Conclusion
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1.8 Conclusion

In this chapter, the basics of Digital Image Processing, sources of noigéfareht

types of noise, review of some existing methods and some commonly used image
metrics for performance measure of filters are discussed. After brief literature review,
the doctoral research problem is evolved

Extensive studies of well known andghiperforming image denoising filters
available in literature argresented in the next chapter whereas the proposed
algorithms are discussed in subsequent chapters. Fitedlgjssertation is concluded

in Chapter6.
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Chapter 2

Study of Image Denoising Filters
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Preview

Image noise suppression is a highly demanded approach in digital imaging systems
design. Impulsive noise is frequently encountered during the processes of acquisition,
transmission and storage and retrieval. In the area of image denoising many filters are
proposed in literature. The main steps in this process are classification (detection) and
reconstruction (filtering). Classification is used to separate uncorrupted pixels from
corrupted pixels. Reconstruction involves replacing the corrupted pixels by an
estimation technique.

There are various filters existing literature,which are used for filtering salt
andpepper impulse noise and randealued impulse noise. There are some special
types of filters which are used for suppressing-aattpepper noie as well as
randomvalued impulse noise. In this chapter, some “kmetiwn, standard and
benchmark filters, which are available in literature, are studied. Novel filters,
designed and developed in this research work, are compared against these filters in
subsequent chapters. Therefore, attempts are made here for detailed and critical

analysis of these existing filters.
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The organization of the chapter is given below.
e Order Statistics Filters
e Detection Followed By Filtering
e A Brief Comparative Performandealysis
e Conclusion
2.1 Order Statistics Filters
Order statistic filters are ndimear spatial filters whose response is based on ordering
(ranking) the pixels contained in the area encompassed by the filtering window.
Usually, sliding window technique [1,, B] is employed to perform pixddy-pixel
operation in a filtering algorithm. The local statistics obtained from the neighborhood
of the center pixel give a lot of information about its expected value. If the
neighborhood data are ordered (sorted), thetlered statistical information is
obtained. The center pixel in the sliding window is replaced with the value determined
by the ranking result.
For example, if a 3x3 window is used for spatial sampling, then 9 pixel data
are available at a time. First ofi,ahe 2D data is converted to all data, i.e. a
vector. Let this vector of 9 data be sorted. Then, if the mid vallipdSition pixel
value in the sorted vector of length = 9) is taken, it becomezian filtering with the
filter weight vector [0 0 @ 1 0 0 0 0]. Thanedian, alpha-trimmed mean (ATM),

min, max filters are some members of this interesting family.

2.1.1 Median Filter

The median yl bet popoharofhdtiiserysimpletoyl t er s
implement and muchaecient as well. The median filter, especially with larger

window size destroys the fine image details due to its rank ordering prdtesgs

|l i ke a | ow pass ylter which Dblocks al/l h
edges and noise, thus blurs the image.

As the noise density increases, the filtering window size is increased to have
sufficient number of uncorrupted pixels in the neighborhood. Depending upon the
sliding window mask, there may be many variations of meflisars In this thesis,

Median filter with sliding window (3x3), (5%5) and (7x7) are reviewed. A centre

pixel, irrespective of either being noisy or not, is replaced with the median value. Due
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to this, its results are disappointing in many cases. Applications of the median filter
require cautio because median filtering tends to remove image details such as thin

lines and corners while reducing noise

2.1.2 Alpha-Trimmed Mean Filter
The alphatrimmed mean (ATM) filter §7] is based on order statistics and varies
between a median and mean filter. Iss nhamed because, rather than averaging the
entire data set, a few data points are removed (trimmed) and the remainders are
averaged. The points which are removed are most extreme values, both low and high,
with an equal number of points dropped at eanld é&symmetric trimming). In
practice, the alphttrimmed mean is computed by sorting the data low to high and
finding the average of the central part of the ordered array. The number of data values
which are dropped from the average is controlled by trignpiarameterx (alpha)
and hence the name alpttemmed mean filter.

Let gi, (i, j)be a submage of noisy imagg(i,j). For simplicity, g, ;(i,j) is

referred asgy ;. Suppose th% lowest and thé’zf highest graytevel values ofg,; are

deleted from the neighborhood. Lgt represent the remainingnn—«) pixels. A
filter formed by averaging these remaining pixels is called alpsilmamed mean filter
whose output may be expressed as:

fi.)=——Yg, @)

mn—-o

Choice of parameterx is very critical and it determines the filtering
performance. Hence, the ATM filter is usually employed as an adaptive filter whose
« may be varied depending on the local signal stasistitherefore, it is a
computatiorintensive filter as compared to a simple median filter. Another problem
of ATM is that the detailed behavior of the signal cannot be preserved when the filter
window is large.

2.1.3 Center Weighted Median Filter (CWM)

The centerweighted median (CWM) [G4filter is a special case of weighted median
(WM) filters. This filter gives more weight only to the central pixel of a window and
thus it is easy to design and implement. CWM filter preserves more details at the

expense of lessoise suppression like other nadaptive detail preserving filters.
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Let g(i,j) be a noisy image. Considersabimage gy ;(i,j) of size P = Q =
2L+1, centered afi, j). The output of the CWM filter, in which a weight adjustment
is applied to theentre pixel within the sliding window, can be described as

f@n
= med({gy,(i — k,j = DIk, D) # (0,0),w.copiesof gi, (i, )| (k, D) = (0,00}
(2.2)
Fora (3x3) window, the median is computed based on those,.§txel values.

Note that integew, is positive and odd, and the CWM filter becomes the
median filter wherw, =1. On the other hand, whew) is greater thn or equal to the
window size (e.gw, = 9 for a (3x3) window), it becomes adentity filter, which
always takes the origin pixel valgg,j)as the output. A CWM filter with a large
center weight performs better in detail preservation. But its performance is not
acceptable at high noise densities.

2.2 Detection Followed by Filtering

The filters which are discussed in section 2.1 are the filteitsout noise detection
stage. Thus, even naroisy pixels are also replaced by some estimator. Because of
this, the performance of these filters is not good. To overcome this prodblaaw
filtering technique is introduced. This type of filtering invole® steps. In first step

it identifies noisy pixels and in second step it filters only those pitteds are
identified as noisyThe performance of these filters depends on impulse detector and
estimator by which noisy pixels are replaced in the filtepraxess.

In this section some weknown, standard and benchmark filters, available in
literature, are studied.

2.2.1 Tri-State Median Filtering (TSM)

The ti-state median (TSM) filter [§6incorporates the median filter (MF) and the
center weighted median (CWM) filter in a noise detection framework. Noise detection
is realized by an impulse detector, which takes the outputs from the median and center
weighted median filters and comparesrthwith the center pixel value in order to
make a trstate decision. The switching logic is controlled by a threshold value.

Depending on this threshold value, the center pixel value is replaced by the output of
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either median filter (MF), CWM filter or iehtity filter. The outpuf(i,j) of TSM is
given by

9@, j), T<d,
f@H=49"™0N, d, <T < d, (2.3)
A ()} T > d,

where, ¢g“"M(i,j) and g"F(i,j) are the outputs of CWM and MF filters
respectivelyg(i,j) is noisy image and d, = |g(i,j)—g"" (i) and

d, = |g(i,j) — g™, /)| . Note that the threshol@ affects the performance of
impulse detection. Usually, a thresholde [10, 30] is good enough8p]. Of course,

its value should adaptively be chosen for better results.

2.2.2 Adaptive Median Filters (AMF) [75]

For good impulse classification it is preferredremove the positive and negative
impulse noise one after another. Thereanember of algorithms which resolve this
problem, but they are more complex. This algorithm is simple and better performing
in removing a high density of impulse noise as vesl noAimpulse noise while
preserving fine details. The size of filtering window of median filter is adjusted based
on noise density.

This algorithm is based on two level tests. In the first level of tests, the
presence of residual impulse in a medidterféd output is tested. If there is no
impulse in the median filtered output, then the second level tests are carried out to
check whether the center pixel itself is corrupted or not. If the center pixel is
uncorrupted then it is retained at the outpuiltdred image. If not, the output pixel is
replaced by the median filter output. On the other hand, if the first level detects an
impulse, then the window size for median filter is increased and the first level tests are
repeated. The maximum filteringmwadow size taken is 11x11 if the noisendiy is of
the order of 70% [75
2.2.3 Progressive Switching Median (PSM) Filter for the Removal of Impulse

Noise from Highly Corrupted Images
Progressive switching median (PSMitdr is median based filter [T.2It consists of
two points (i) switching schemé an impulse detection algorithm is used before

filtering; thus only noisy pixels are filtered and (ii) progressive methiodsoth
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impulse detection and progressive filtering are applied through several itex@ati®ns
after the other. Hence, it is referred as PSM filter.

In the first stage, an impulse detection algorithm is used to generate a
sequence of binary flag images. This flag image indicates the location of noise in the
input image. If the binary flag imagpixel is 1, it indicates that the pixel in that
position in the input image is noisy. On the other hand, if the binary flag is O, then it is
considered nois&ee. In the second stage, filtering is applied based on binary flag
image generated in the firstage. Both these steps are progressively applied throug
several iterations. The noigyxels processed in the current iteration are used to help
the process of the other pixels in the subsequent iterations. Therefore, better

restoration results are exgted, evemnderhigh noise densitgonditions

2.2.4 A New Impulse Detectorfor Switching Median Filter (SMF) [73]

An impulse detector which is proposed for switching median filter is based on the

minimum absolute value of four convolutions obtained usorgedimensional

Laplacianoperators.

The input image is first convolved with a set of convolution kernels. Here,
four onedimensional Laplacian operators as shown in Fig 2.1 are used, each of which
is sensitive to edges in a different orientation. Thea,minimum absolute value of
these four convolutions is used for impulse detection, which can be represented as

r(@ ) =min({lg@. N ®Ky| |p=12 ..,4) (2.4)
wherek,, is the ¥ kernel and the symbo®, denotes a convolution operation.

The value ot (i, j) detects impulses due to the following reasons.

(1) r(i,))is large when the current pixel is an isolated impulse because the four
convolutions are large and almost the same.

(2) r(i,)) is small when the current pixel is a nefsee flat region pixel because the
four convolutions are close to zero.

(3) r(i,j) is small even when the current pixel is an edge (including thin line) pixel
because one of the convolutions is very smallsglto zero) although the other
three might be large.

From the above analysid, is evident thatr(i,j) is large wheng(i,j) is

corrupted with an impulsive noise, amdi,j) is small wheng(i,j) is noisefree
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whether or not it is a flategion edge, or thidine pixel. So, the (i,j) is compared
with a threshold to determine whether a pixel is corrupted or uncorrupted. The binary
flag imageb(i,j) is given by,

(1, r(i,)H)>T
b(”)_{o, r(i,)) <T

The filtered image is given by
f@@.)) = b, ) xm(i, ) + (1= b, 1)) x g, ) (2.6)
where m(i,j) is median value of filtering window. Based on the number of

(2.5)

simulations carried out on different test images, the thresiodd[30, 50][73]. The

algorithm is tested with a threshold, T=40 and filtering winadwsize 5 x 5.

0 0 0 ¢ 0 0 0| -1 0 0
0 0 0 0 0 0 0] -1 0 0
1] -1} 4 ]-11- 0 0 4 0 0
0 0 0 0 0 0 0] -1 0 0
0 0 0 0 0 0 o]l-1} 0 0
1] 0 0 0 0 0 0 0 0]
0| -1 0 0 0 0 0 0 | -t 0
0 0 4 0 0 0 0 4 0 0
0 0 0o (-110 0] -1 0 0 0
0 0 0 ¢ 1 -1 0 0 0 0

Fig.2.1. Four 5x5 convolution kernels
2.2.5 Advanced ImpulseDetection Bagd on PixetWise MAD (PWMAD) [112]

This method is used for filtering bottandom valuedand saltand-pepper valued
impulse noise. In this method, median of the absolute deviations from the median,
MAD [112 is modified and used to efficiently separate noisy pixels from the image
details. An iterative pixelvise modification of MAD, PWMAD provides reliable
removal of abitrarily distributed impulse noise.

Let g(i,j), m(i,j)and d(i, j)represent pixels with coordinates j) of noisy
image, median image and absolute deviation image, respectively. Alsg(i,jit
m(i,j)and d(i,j)denote matrices (stimage) whose elements are pixels of the
corresponding images contained within thie €21) x (2L + 1) size window, centered
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around at positioni,(j). The median image and absolute deviation image may be

defined as:
m(i, j)=medg(i,j)) (2.7)
d@ij)=1g@NT m@ )l (2.8)
The median of the absolute deviations from the median, MAD, image is defined as:
MAD(, j)= med(|g(i, )T med(g (i, ))I) (2.9)

Note that a single median value is subtracted from all the pixels vgiffinj). In
order to make MAD consistent with definition of absoluteiagon image, where its
corresponding median image pixel(i,j) is subtracted from each pixel, a modified
PixelWise MAD (PWMAD) image is given by
PWMAD(i, j)= med(d(i, j)) =med(|g (i, j)T m(i,)]) (2.10)
The absolute deviation imagié,j)consists of noise and image details eliminated from
the noisy imageby median filtered If a median is applied tel(i,j) (absolute
deviation image), a PWMAD image is generated. By subtracting the PWMAD image
from d(i,j), details are eliminated and only noise is left behind. If this process is
repeated several times, then the image, obtained after the final iteration, consists of
pixels that are corrupted with impulsive noise. This image can be used for generation
of binary image.
The whole iteration procedure can be represented as:
d™*(,5) = |d™,5) — PWMAD (@™ (i)
le. d™™) =|d™(\,j) — med @™ () (2.11)
whered® (i,j) is a primary absolute deviation image defined in (2.8). The iteration is

terminated after n =N, and d™ (i,j), thus obtained, is used for generation of binary

flag image, which is defined as

o, da™a =T
b(i,j) =

(2.12)
0, dVu@pH<T

The value ofT is in the range [0 30]. The simulation is carried with T = 5 and number
of iteratiors, N = 3and the resudtare presented in the Chapger

The output image igiven by (2.6)i.e. selective median filtering is performed.
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2.2.6 Impulse Noise Filter with Adaptive MAD (AMAD) -Based Threshold 129

This is an improved method of PWMAD. This is also used for filtebati random
valuedandsaltandpepper valuedmpulse noise. In this method, an extension to the
switching scheme is used, whethe threshold T is varyingdm pixel to pixel. The
threshold value is modified in accordance with variance, estimated by using MAD.
No iteration is used for impulse detect, which reduces run time with same quality
as compared to PWMAD. The threshdld is given by
a, MAD(i,j) =b

r= {a +2%x MAD(i,j), MAD(i,j) <b 213
wherea and b are varying parametgra € [10, 30]; b € [50, 100] [129].The
simulation is arried by taking a=15 and b=70, anketresults are presented in
Chapter4.
2.2.7 A Switching Median Filter with Boundary Discriminative NoiseDetection

for Extremely Corrupted Images [104

To determine whether a pixel is corrupted or not,Bbandary Discriminative Noise
Detection(BDND) algorithm [106 first classifies the pixels of a localized window,
centering on the current pixel, into three groufmver intensity impulse noise
uncorrupted pixelsandhigher intensity impulse nois@he center pixel will then be
considered as uncorrupted, provided that it belongs taurnbkerruptedpixel group,

else it is consideredorrupted The grouping of pixelslepends on two boundaries.
The accurate determination of these boundaries yields very high noise detection
accuracy even up to 70% noise corruption.

The algorithm is applied to each pixel of the noisy image in order to identify
whether the pixel isorrupted or uncorrupted After such an application to the entire
image, a binary decision mag(i,j) is formed wth Os indicating the positions of
uncorrupted pixels (i.e., b(i,j) =0), and 1s for those corrupted ones
(i.e., b(i,j) = 1). To accomplish this objective, all the pixels within a-gefined
window that center at the considered pixel are grouped into three clustews,
intensity cluster, mediwimtensity clusterand highrintensity cluster For each pixel
g(i,j) being considexd, if 00 g(i,j) Oby, the pixel will be assigned to thewer-

intensity cluster; otherwise, to tieediumintensity cluster fob;<g(i, ))O bor to the
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high-intensity cluster forb, < g(i,j) O 255. The current pixel is identified as

uncorruptedonly if it falls into the mediumntensity cluster; otherwise it is classified

as corrupted.

The boundary discriminativgprocess consists of two iterations in which the
second iteration will only be invoked conditionally. In the first iteration, a local
window with a size of 21x21 is used to examine whether the center pixel is an
uncorrupted ong106g. If the pixel fails to meet the condition to be classified as
uncorrupted, the second iteration will be invoked to further examine the pixel based
on a moreconfined local statistics by using a 3x3 window. In summary, the steps of
the BDND are:

Stepl. A sliding window of size 21x21 is centered around the current pixel.

Step2. Sort the pixels in the window according to the ascending order and find the
median,m(i, j), of the sorted vector y/

Step3. Compute the intensity difference between each pair of adjacent pixels across
the sorted vector yand a difference vectorg\s obtained.

Step4. For the pixel intensities between 0 amédin the \, find the maximum
intensity difference in the J/of the same range and mark its corresponding
pixel in the \4 as the boundary;b

Step5. Likewise, the boundary,lis identified for pixel intensities betweenedand
255; three clusters are, thus, formed.

Step-6. If the pixel belongs to the middle cluster, it is classifiedrarruptedpixel,
and the classification process stops; else, the second iteration will be invoked
which is given by stef7 and stef8.

Step7. Impose a 3x3 window, being centered ambthe concerned pixel and repeat
the steps: Step through Steyb.

Step-8. If the pixel under consideration belongs to the middle cluster, it is classified
asuncorruptedpixel; otherwisegcorrupted

Adaptive Filtering Scheme:

In the filtering process binary flag image is used. The pixel which is declared
as noisy (i.e1(i,j) = 1), is replacedwvith median of uncorrupted pixels in the filtering

window. If the pixel is noisdree (i.eb(i,j) = 0), it is retained in the reconstructed
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image £ (i,j). Thus, itpasses through a selective median filtering process and hence
the output image is represented by (2.6).
Now, m(i, j) is median obnly theuncorrupted pixels in the adaptive windd, ;}-
Starting he filtering processvith W=3x3, the filtering windowiteratively extends
outward by one pixel in all the four sides of the window, provided that the number of
uncorrupted pixels are less than half of the total number of pixels within the filtering
window, while W<Wp or number of uncorrupted pixels is equal to zerop W
maximum filtering window size. In this work, an additional reliability condition is
further imposed such that the filtering window will also be extended when the number
of uncorrupted pixels is equal zero.

The performances of all the above algorithms are tested with different gray
scale images, with their dynamic range of value2{3). In each simulation, image
is corrupted by impulse noise with equal probability at different noise densities. The
restoration performances are quantitatively measured by using diffelasye imetrics
like PSNR, MSE, IEF and UQIAIl the simulation results are presented in next
chapters. The sadindpepper nise related filters are alysed in @apter3 and
randomvalued impulsenoise filters are analysed irh@pter4.

Though the detail performances of these filters are presentsgbsequent
chapters a brief comparative performance analysis is presented below for ready

reference.
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2.3 A Brief Comparative Performance Analysis

A brief comparative performance analysis is presented, in terms of PSNR, as a ready

reference. The existing well known filters are simulated on MATLAB 7.4 platform.

The Lenaimage of size 512x512n 8 bit grayscale imaggeis employedas test

image. The input image is corrupted with saittpepper and randoiwvalue impulse

noise with noise density ranging from 10% to 90% and 5% to 30% respectively. The

peaksignatto-noise ratio (PSNR) is used as performance measure. The highest (best)

PSNR value for a particular noise density is highlighted to show the best performance.
From Table 2.1, it is observed that thiker BDND perforns better in terms of

PSNR in complete ramgf noise density. Still, the no filteshows the best perform in

the rangeof 50% to 90%. The filter PSM and simple MF [3%x3] perform second best,

but fail to performwell under high noise density. ATM [7x7] gives second best

performance in medium raad50% to70%) of noise density

Table-2.1: Filtering performance of various filters in terms of PSNR (dB)
Test image:Lena

% of Noise (Saltand-Pepper)

SI.No Filters 10 20 30 50 70 90
1 MF [3x3] 33.74 27.28 21.75 14.12 9.6 6.54
2 MF [5x5] 31.44 30.67 29.11 20.32 12.88 7.29
3 MF [7x7] 29.41 28.99 28.49 25.91 16.54 8.09
4 ATM[3x3] | 31.99 27.72 23.06 15.97 11.31 8.45
5 ATM[5x5] | 29.11 27.61 25.96 20.68 14.57 10.92
6 ATM[7x7] 29.2 28.88 28.46 27.11 18.92 8.62
7 CWM 34.49 30.11 24.01 15.55 10.03 6.69
8 TSM 35.49 29.31 23.48 15.02 9.58 6.27
9 AMF 33.76 29.51 24.65 16.37 10.87 6.92
10 PSM 37.27 32.81 29.21 9.95 8.11 6.61
11 SMF 29.24 27.51 25.94 21.12 13.38 7.36
12 BDND 39.09 36.53 34.22 29.66 25.62 16.81

% of Noise (Random-valued Impulse Noise)
SI.No | Filters 5 10 15 20 25 30

1 MF [3x3] 33.95 29.86 24.56 20.57 17.31 14.85

ATM[3x3] | 33.66 | 3002 | 2581 | 2222 | 18.86 | 16.15
TSM 3486 | 3010 | 2423 | 2122 | 17.63 | 15.10
PSM 34.93 31.55 28.13 24.19 20.89 17.36

PWMAD 33.52 28.28 22.28 19.01 15.84 15.84
AMAD 36.01 31.94 27.01 24.22 21.05 17.56

ol bhlWIN
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From second part ofable 2.1,it is evident tha®MAD performs best at low
density of random noise. Even MFx@, PSM and ATM arealso exhibiting
reasonably good performanae this rang@ of noise density. But all filterdail to

perform in highrange of RVIN.

2.4 Conclusion
This chapter aim& provide a complete scenario of some existing filters. Because of

space limit, onlyafew important filters are presented in this chapter.

From Table2.1 it is observed thahe BDND filter performs bedor SPN of
low, medium and high noise densiti@heperformances of other filters arestricted
to eitherlow range (i.e., 10% to 30%) omediumrange (i.e., 30% to 50%). The
performances of filters available in literatdog RVIN arealso observed in this table.
These filters donét exhibit any promisinq
noise density whereas some other show better results at medium or high noise
densities.

Hence,there is sufficient scope to ddep more efficienfilters to suppress
SPN and RVIN of wide noise densities. The filters, whosdormances arstudied
through Table2.1, will be employed as references in subsequent chapters where new

filters developed will be compared against them.
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Chapter 3

Development of Novel Filters for
Suppression of SadndPepper
Noise
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Preview

In this chapter some new filters for suppressing-aattpepper impulse noise are
proposed that woek basedon decisiorbased techniques. The simulation results,
presented at the end of the chapter, are quite encouraging. The developed efficient

spatiatldomain image denoising algorithms that are presented here are:

o Adaptive Noise Dettion and SuppressiqlANDS) Filter

e Robust Estimator based Impulsieise Reductio(REIR) Algorithm

e Impulse Denoising Using Improved Progressive Switching Median Filter
(IDPSM)

e ImpulseNoise Removal by Impulse Classificat{tRIC)

e A Novel Adptive Switching Filterl (ASF-1) for Suppression of High Density
SPN

e A Novel Aadptive Switching Filtedl (ASF-11) for Suppression of High Density
SPN

¢ Impulse Denoising Using Iterative Adaptive Switching F(t&SF)

Before describing the newly developed fiteBasic Filter Paradigms are discussed in
the next section.
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3.1. Basic Filter Paradigms

The filters, developed in this doctoral research work, are basically dedisemted

filters. Decision directed filters are also known as ClassHiker (CF) algorithns

since the input data is first classified as either noisy or fimgeand then filtering

operation is performed only if the input data has been classified noisy. The CFs come
under four basic paradigms shown in Fig. 3.1.The earliest in the histore is th
switching filter (SF) paradigm, depicted in Fig. 3.1(a), whereas the basic classifier

filter (BCF), shown in Fig. 3.1(b), is a slight modified version of it. In the BCF
framework, an algorithm needs to develop a binary flag imbagej). On the other

hand, an SF paradigm doesnot produce any
classification and the filtering operation are concurrently performed. The third and the
fourth paradigms: iterative classifier filters, namely, {CRand ICF2, perform the
classification iteratively. While ICA  doesnadt empl oy a@aptive
does employ for much better classification at very high noise densities. THedQdF

ICF-2 paradigms are illustrated in Fig. 3.1(c) and Fig. 3.1(d) respectively. Novel
spatialdomain filters are developed, in this research work, on the last three basic
frameworks, namely, BCF, IGE and ICF2. The proposed algorithms and the
underlying paradigms are listed in the TaBl&

Table-3.1: Proposed algorithms with basic paradigms

EI(') Algorithm Paradigm
1 Adaptive Noise Detection and Suppressi@NDS) Filter BCE
5 Robust Estimator Based Impulaeise Reduction AlgorithmREIRA) ICE-2
3 Impulse Denoising Using Improved Progressive Switching Median ICE-1
Filter IDPSM)
Impulse Noise Removal in Highly Corrupted Image by Impulse

4 e SF
Classification [RIC)
A Novel Adaptive Switching Filtef (ASF-1) for suppression of High

5 X BCF
Density SPN
A Novel Adaptive Switching Filtetl (ASF-II) for suppression of High

6 X BCF
Density SPN

7 Impulse Denoising Using lterative Adaptive Switching Fill&SF) ICE-1
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3.2. Adaptive Noise Detection and Suppression (ANDS) Filter [P1]
This method is based on the BCF paradigm shown in Fig. 3.1(b). Neighborhood
difference is employed for pixelassification. Controlled by binary image(i, j), the
noise is filtered by estimating the value of a pixel with an adaptive switching based
median filter applied exclusively toeighborhood pixels that are labeled ndrse.
The proposed filter perfans better in retaining edges and fine details of an image at
low-to-medium densities of fixedalued impulse noise.
3.2.1 Adaptive Noise Detection Algorithm
Fig. 3.2 shows the flowchart for noise detection algorithm. The following steps
explain the noise dettan algorithm.
Step-1. Neighborhood Preprocessing

A 3x3 window of the noisy input image is taken around a piXélj) that is,
i1 (,)) = g(i+ k,j+1) for—=1<(k, 1)< + 1. The submageyy,;(i,j), Dy, (i,j) and
M, ,(i,j) are denotedas g, ,;, Dy; and M, respectively. The difference image,
Dy, (i,j) is then evaluated as:

Dy, (6, )) = g(i,)) - Gr.
Step 2:Neighborhood Replacement
Replace all neighboring pixels withe corresponding difference values, i.e.
i1 (6,j) = Dy, (i, j))Vk # 0, [ #0.

Step-3. Correlation Map using Adaptive Thresholding

In this step correlation map to eight neighborhoo®pf(2,2) is developed.
Mapped image is formeaccording to théollowing rule:

1, Dy, (i,j) < =P
My, =40, —B<Dy(i,j))<p (3.1)
1, Dy, (i,j) > B

where 10i O , &d 10j 03, (,) | (2, 2).
The thresholgharamete) is adaptive and is given by,

B=[41 — 0.00234(Dy,,(i,j) — 127.5)?] (3.2)
In case of salandpepper noise, maximum and minimum pixel values are 255 and 0
respectivelylf a center pixel has maximum or minimum value, thievalue reaches

to its minimum value.
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Fig. 3.2 Flow chart for noise detection
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Step 3: Classification ofPixel

Initially all pixels of g(i,j) are labeled as noideee pixels in a binary flag
image b(i,j) of size MxN, that is all values are set to zero initially. From the
correlation mapV,,, central pixel will beclassified as noisy or noideee, based on
the number of zeros (Z) in the eight neighborhoodpf(i,j). If Z >3then current
pixel g(i,j) is classified as a noise free amdi, j) = 0 otherwiseb(i,j) = 1. On the
other handZ will be small when the noise density is high.
Step 4: Refinement

Elements ofb(i,j) give information whether a pixel has been classified as
noisy or noisdree. Since salandpepper corrupted pixels have values 0 and 255
respectively, then the binaflag matrixb (i, j) will be subjected to further verification
as per the proposition given below.
Proposition: If a pixel g (i, j) satisfies the condition

1<g(i,j) <254 (3.3)

Then the pixel is ddared asmoisefree and thush(i, j) will be retained a9 if it is
assigned a valukin the previous stage.
3.2.2 Adaptive Noise Filtering
Fig. 3.3 shows the flowchart for adaptive noise filtering. Based on the binarydlag,
filtering is applied to thoseuncorrupted pixels (i.e. b(i,j) = 0 while the SM
(switching median) with an adaptively determined window size is applied to each
corruptedone (i.e.b(i,j) = 1).

Themaximum window sizs limited to (47) in order to avoid severe blumg
of image details at high noise density cases. Starting wKB) (8ltering window
iteratively extends outward by one pixel in all the four sides of the window, provided
that the number of uncorrupted pixels is less thalfi of the total number of pixe
within the filtering window. Only the pixels that are classified as noise free in filtering
window will participate in median filtering process. This will, in turn, yield a better
filtering result with less distortion.

Intensive simulations are carriedit using several monochrome test images,
which are corruptedvith impulse noiseof various noise densities. The simulation

results are presented in Secti®g.
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3.3. Robust Estimator based ImpulseNoise Reduction [REIR)

Algorithm [P2]

A robust statistical estimatod,orentzian estimator 78], is employed in ICR2
paradigmas shown in Fig. 3.1(d) in Section3.1, where adaptive window is used for
pixel classification. The noisy pixel is replaceth Lorentzian estimator or average
of the previously processed pixels. Because of adaptive windowing technique, the
filter is able tosuppress the noise at a density as high as 90%
3.3.1 Background

In recent times, nonlinear estimation techniques have been gaining popularity in
image denoising problems. But they fail to remove noise in high frequency regions
such as edges and fine det&lshe image.

To overcome this problem a nonlinear estimation technique has been
developed based on robust statistics. The contaminating noise in an image is
considered as a violation of assumption of spatial coherence of the image intensities
and is tread as an outlier random variabil] 77]. When the ideal assumptions of a
system are violated, problem of estimation can be solved by robust statistics
techniqus. A robust estimation based filteb1] is available inliterature that
suppressesthe lowto-medium density additive noise quite efficiently. Being
encouraged with its performance, the same basic concept of robust estimation filter
[5]] is modified and implemented in an adaptive windowing framework to suit the
fixed-valued impulse noise supprassiapplication.

Robustness is measured using two parametarBuence curvesand
breakdown point The influence curves tell us how an infinitesimal proportion of
contamination affects the estimate in large samples. The breakdown point is the
largest possile fraction of observations for which there is a bound on the change of
the estimate when that fraction of the sample is changed without restrictions.

If an estimator is more forgiving about outlying measurements, then
robustness increases. In the proplogeethod, a relescending estimator is considered
for which the influence of outliers tends to zero with increasing ruista A
Lorentzian estimator [1&as an influence function which tends to zero for increasing
estimation distance and maximum breakdovatue. Therefore, it is employed to
estimate an original imagexe! from noise corrupted pix@h the proposed filer.
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The Lorentzian estimator and its influence function are given by

p(x) = log (1 + %) (3.9

2x

Piorentz (x) = (207 +x2) (35)

wherexi s Lorentzian estimation distance and
An image is assumed to be nstationary. Hencethe image pixels are
sampled with small spatial windows (3%3, 5x5 or 7x7) and this estimation algorithm
is applied to each window.
3.3.2 Proposed Algorithm
Fig. 3.4 shows the flowchart of the proposed algorithm. gétj) denotes a
corrupted image. For each pixg);), a 2D sliding windowgy (i, j) is selected such
that the current pixeli, j) lies at the center of the sliding window. Lk, m(i,j)
and g,nq, be the minimum, median and maximum grayelein the selected window.
Let (PxQ) be the window size. In this case a square window is used where P = Q.
The proposed algorithm is as follows:
Stepl. Initialize the sliding window size, P to 3.
Step2. Determineg,,i,, m(i.j) andgmax iN gy (0, )).
Step3. IF gmin< m(i,J) < Gmax
GO TO Step5
ELSEi ncrement window si ze, P to P+2, pr
Stepd. IF P O 7,
GO TO step 2,
ELSE replace the center pixel with the mean of the processed neighborhood

pixel values.
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Step5. IFgmin<g(i:j)<gmax!
THENg(i, j) is considered aoisefreepixel,

ELSE select a pixel in the window such that,;,, <gx 1 (i, ))<Gmax
Step6. ComputeéAbsoluteDeviation fromMedian (ADM),d« .k = (k,l), defined by

de =|g, (. ) —m (3.6)
Step7 . Compute i nf)lasfelons.e function y(
v b, )k 3.7)
K (2&2 + dkz)
wherel is outlier rejection point, given by,
TS
0= ﬁ (3.8
wherer is maximum expected outlier, which is calculated as,
7, =40 (3.9

where o is the local estimation of the image standard deviation, wheie a

smoothening factor and is chosen as 0.3 for low to medium smoothing.
Step8.filtered image is estimated by

5 D W, x g, (i, j)
Ki, j) == Sw, (3.10

P(dy)

k

where w, =

An exhaustive simulation work is carried out argbults are presented in
Section3.8.
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3.4. Impulse Denoising Using Improved Progressive Switching

Median Filter (IDPSM) [P3]

The proposed algorithm is developed based onlQraradigmas shown in Fig.
3.1(c) in Section 3.1. The noisy pixel is replagath median of uncorrupted pixels in

an adaptive filtering window. The iterative nature of the fittetkes it more efficient

in noise detection and adaptive filtering window technique makes it robust enough to
preserve edges and fine details of an image in wide range of noise densities.

3.4.1 Impulse NoiseDetection

Fig 3.5 shows the flowchart fomoise deteabn algorithm. The flowchart itself
explains the complete noise detection proegséfter nriterations the algorithm
generatedinaryflag imageb™ (i, j). Where n is positive integéneZ” ).

Let g(i,j) be the input noisy image. For each piXélj), a 2D sliding
window g, ,(i,j) of size 3x3 is selected such that the central pikg) lies at the
center of the sliding window. The algorithm is explained as follows:

Let n be the number of iteration. Initialize the iteration index krid binary flag

imageb(i,j) = 0. Calculateg,in, gmax andm for selected windovyy (i, j).

IF (|g@eNzm| < T ANDGmin < 9(i,)) < Gmax
THEN b(i,j) =0
ELSE b(i,j) = 1.
This process is repeated for complete image, and the cengbgirithm is repeated
until iteration index | = n (i.e., up toiterations).
3.4.2 Refinement
Elements ofb™(i,j) give the information whether the pixel has been classified as
noisy or noisdree. Since salandpepper has minimum and maximum pixel value
0 and 255 respectively, the binary flag image is cobesked. If any pixel has been
classified as noisy but its value will be in the range (0,255), then the corresponding

flag is changed from 1 to 0. This improves the performance of filtering algorithm.
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3.4.3 Noise Hltering
Fig 3.6 explains the filtering algorithm. The filtering algorithm takes twi» gignals
asits input. In addition to the noisy imagei, j), it also accepts the binary flag image
b(i,j). In fact, binaryflag imageb(i,j) controls the filtering process and, therefore,
may be consideredas a control signal. Let us introduce the filtering window
9P (i, )) with size PX x P*, and P* = 3 + 2x, wherex = 0,1 and 2. Initialize
x = 0 and calclate g™. Let m*(i, ) be the median of noiseee pixels andCw, be
the number of nois&ee pixels in the filtering window. IEw, Og™, then replace the
noisy pixel withm* (i, j) in the filtered imagg(i, j). Otherwise increment theby 1.
If x> 2, then replace the noisy pixel with left neighboring pixel of center pixel in the
output imagef (i, j). Otherwise recalculate®, m*(i,j) andCw, for new filtering
window and repeat the above process.

The value ofthresholdT is importantwhose optimum value is evaluated
searching for best performance in terms of PSNR in separateragpérdiscussed in

Section3.4.4 The noise ratig is given by:

= (3.1)

where(is total number of noispixels andC, is total number of nois&ee pixels in
the image. Thus, the total number of pixels is represente@bZ(). The value ofy

lies between 0 and 1 (i.8.< y < 1). The parameterg™ for x = 0, 1, 2 are defined

as.
q® =ay+by xy (3.12)
qg® =a, +b xy (3.13)
q® =a,+b, xy (3.14)

The other parameters are given by= 4,b, = 3,a, = 13,b; = 5,a, = 26,b, = 6.

3.4.4 Optimizing the Threshold

In order to optimize th@alue of threshold, a number of simulatiexperimentsare
conducted on standard test images, corrupted with SPN of different noise densities.
The performance is evaluated in terms of PSNR. The simulated resuksafest

image is tabulated in table Tat8el. It is observed that the proposedtsyn yields

high performance, in terms of PSNR, for the threshdlé& [40, 50]. Thus, an

optimized value of threshold, T, i.e.spima taken is 45.
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Extensive simulations are conducted on the different gray scale test images

and simulation results are presented in Section 3.8.

Table-3.2 Performance ofIDPSM filter in terms of PSNR for different Threshold, T operated
on Lena image corrupted withSPNunder variousnoise densities

SPN Noise %)

Sr.No Threshold T 0 30 20
1 10 30.63 29.03 28.07
2 20 33.85 31.41 29.56
3 30 37.02 33.31 30.41
4 40 38.19 34.96 30.97
5 45 38.24 35.12 31.62
6 50 38.22 35.10 31.59
7 60 37.02 34.74 30.79
8 70 35.63 32.77 30.01
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Fig. 3.6 Flowchart for filtering
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