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Abstract

Cloud computing is the collection of best software practices derived from dis-

tributed computing systems like cluster and grid. Emerging as a superior design

amongst them. Cloud not only has the capability of batch processing and massive

massive parallel data computation like its parents but also, things hitherto was

not imagined. The main concentration of our work is on IaaS(Infrastructure as a

service) aspect of cloud. Wherein, the customer avails the computation resource

over simple web interface. though the cloud has most of the good design choices

of its parents, certain drawbacks of them have crept in. This may be the result of

the lack of efficient preexisting tools or naive implementation/setup of system at

certain layer. In our work, we’ve optimized the performance by identifying some

of those implementation choices making the overall system more efficient. This

thesis is an extension of the work on Nephele. Which is a parallel data processing

framework(still experimental).

Nephele facilitates on demand alloacation of resource by deducing few infor-

mations from the users. Using these informations, Nephele splits the overall job

to smaller stages and resource for the same is allocated. By doing so, unnecessary

resource allocation like in conventional systems is being avoided. thus, eventually

increasing the CPU utilization. In our proposal, we deduce few more informations

from the user which helps in making more optimal scheduling of the resources.
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Chapter 1

Introduction

1.1 What is Cloud?

Cloud computing is a model for enabling ubiquitous, convenient, on-demand net-

work access to a shared pool of configurable computing resources (e.g., networks,

servers, storage, applications, and services) that can be rapidly provisioned and

released with minimal management effort or service provider interaction [11]. In

science Cloud computing is a synonym for distributed computing over a network

and means the ability to run a program on many connected computers at the same

time. The popularity of the term Cloud computing can be attributed to its use in

marketing to sell hosted services in the sense of Application Service Provisioning

that run Client server software on a remote location. This cloud model promotes

availability and is composed of five essential characteristics, three service models,

and four deployment models.

Essential Characteristics:

On-demand self-service A consumer can unilaterally provision computing ca-

pabilities, such asserver time and network storage, as needed automatically

without requiring human interaction with each services provider.

Broad network access Capabilities are available over the network and accessed

through standard mechanisms that promote use by heterogeneous thin or

thick client platforms (e.g., mobile phones, laptops, and PDAs).
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Figure 1.1: Cloud Overview

Resource Pooling The providers computing resources are pooled to serve mul-

tiple consumers using a multi - tenant model, with different physical and vir-

tual resources dynamically assigned and reassigned according to consumer

demand. There is a sense of location independence in that the customer gen-

erally has no control or knowledge over the exact location of the provided

resources but may be able to specify location at a higher level of abstraction

(e.g., country, state, or datacenter). Examples of resources include storage,

processing, memory, network bandwidth, and virtual machines.

Rapid Elasticity Capabilities can be rapidly and elastically provisioned, in some

cases automatically, to quickly scale out, and rapidly released to quickly scale

in. To the consumer, the capabilities available for provisioning often appear

to be unlimited and can be purchased in any quantity at any time.

Measured Service Cloud systems automatically control and optimize resource

use by leveraging a metering capability 1 at some level of abstraction appro-

priate to the type of service (e.g.,storage, processin g, bandwidth, and active

user accounts). Resource usage can be monitored, controlled, and reported
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Figure 1.2: Service model

,providing transparency for both the provider and consumer of the utilized

service.

Service Model:

Cloud Software as a Service(SaaS) The capability provided to the consumer

is to use the providers applications running on a cloud infrastructure. The

applications are accessible from various client devices through a thin client

interface such as a web browser (e.g.,web-based email). The consumer does

not manage or control the underlying cloud infrastructure including net-

work, servers, operating systems, storage, or even individual application

capabilities, with the possible exception of limited user-specific application

configuration settings.

Cloud Platform as a Service(PaaS) The capability provided to the consumer

is to deploy onto the cloud infrastructure consumer -created or acquired

applications created using programming languages and tools supported by

the provider. The consumer does not manage or control the underlying cloud

infrastructure including network, servers, operating systems, or storage, but

has control over the deployed applications and possibly application hosting

environment configurations

Cloud Infrastructure as a Service(IaaS) The capability provided to the con-
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sumer is to provision processing, storage, networks, and other fundamental

computing resources where the consumer is able to deploy and run arbitrary

software, which can include operating systems and applications. The con-

sumer does not manage or control the underlying cloud infrastructure but

has control over operating systems, storage, deployed applications, and pos-

sibly limited control of select networking components (e.g., host firewalls).

Deployment Models:

Private Cloud The cloud infrastructure is operated solely for an organization.

It may be managed by the organization or a third party and may exist on

premise or off premise.

Community Cloud The cloud infrastructure is shared by several organization

s and supports a specific community that has shared concerns (e.g.,mission,

security requirements, policy, and compliance considerations). It may be

managed by the organizations or a third party and may exist on premise or

off premise.

Public Cloud The cloud infrastructure is made available to the general public or

a large industry group and is owned by an organization selling cloud services.

Hybrid Cloud The cloud infrastructure is a composition of two or more clouds

(private, community, or public) that remain unique entities but are bound

together by standardized or proprietary technology that enables data and ap-

plication portability (e.g., cloud bursting for load balancing between clouds).

1.2 IaaS in Cloud

The main work of this thesis revolves around the idea of IaaS. When we talk about

cloud, first thing which people associate with it is virtualisation. This enables host

of new possiblities to the cloud as explained before. IaaS comes in one of the ser-

vice models of cloud. The capability is provided to the consumer wherein, he
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Figure 1.3: Deployment model

can provision processing, storage, networks, and other fundamental computing re-

sources where the consumer is able to deploy and run arbitrary software, which can

include operating systems and applications. but, this also means that developers

need to handle software and tools themselves, from operating system and up to

their application. In some cases this is advantageous, for instance when deploying

native libraries and tools that applications rely on such as tools to convert and

edit images or video files. But in other cases this is not necessary and choosing

this service model can be manpower in-effective for companies as developers must

focus on meta tasks.

The main focus in IaaS, is to provide the consumer flexibility to not manage or

control the underlying cloud in- frastructure but to control over operating systems,

storage, deployed applications, and possibly limited control of select networking

components. Users have control over which operating system they want, in some

cases users can only pick from a set of pre-configured operating systems. It is

common for providers to include both Linux and Windows in their selections.

Some providers such as Amazon let users upload their own disk images [2]. A

similarity to VPS is that operating systems are not manually installed, when

selecting an operating system this is copied directly into the instance pre-installed

and will therefore be instantly ready for usage.
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The following figure1.4 shows the sample architecture of Xen Framework and

relative positions of hardware, hypervisor, guest and host machines. The guest

machines as shown, is created and controlled by the host(dom0). Properly config-

ured guest system behaves exactly like the host system, giving a view to the user

that there are multiple systems. This comes at the cost of heavy duty hardware

i.e., multiple cores and surplus amount of RAM. In a simple words, virtualisation

enables us to maximize the utilisation of the underlying metal.

Figure 1.4: Xen Framework

1.3 Motivation for the work

Current data processing frameworks expect the cloud to imitate the static nature of

the cluster environments they were originally designed for. though, this approach

doesn’t affect the cluster systems but, when it comes to cloud, the resource gets

locked, reducing the efficiency. for e.g., at the moment the types and number of

VMs allocated at the beginning of a compute job cannot be changed in the course

of processing, although the tasks the job consists of might have completely different

demands on the environment. As a result, rented resources may be inadequate for

big parts of the processing job, which may lower the overall processing performance

and increase the cost. Same is shown below1.5 The resource allocated for vm3 is

unused until vm1 and vm3 finishes its tasks. This resource cannot be used by any

7



Figure 1.5: Conventional VM’s creation strategy

other tasks.

Another problem with the conventional scaling strategy is that, the resource

scaling may or may not be possible every time. This is pictorially shown in this

figure1.6 The extra resource allocation, like memory in the above example, is

Figure 1.6: Conventional scaling

possible only if the node has sufficient memory. The task cannot be broken down

to two or more parts and schduled on different machines(provided the task can

be parallelized). since, we cannot rely on avalibilty of resource in the same node.

Nephele’s way of scheduling the tasks solves this problem.

The solution to these two problems in cloud, opens a various apportunities to

make the cloud efficient. These problems were the bottleneck to the performance.

The naive cloud management framework and inferior data processing frameworks

called for procurement of additional resources to mitigate this issue. Where it is
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totally uncalled for. And from the customer’s perspective, it meant more money.

1.4 Objective of the work

The Nephele enables optimization in hosts of new areas in cloud computing hith-

erto unexplored due to implementation difficulties. This work shows one such

optimization based on image mangement and scheduling of the job. The main

objective of this thesis is to, Firstly, increase the CPU utilisation by reducing

few delays. Secondly, we propose a model which reduces the unnecessary pro-

cesses/deamons in the virtual machine instances which takes up cpu time.

1.5 Thesis Organization

Chapter 1 contains definitions and some basic concept on cloud cloud computing.

The motivation section shows the limitations of the present cloud scenario and

explains how the Nephele architecture opens plethora of areas for research purpose.

Then, the objective section later explains the goal of the work.

Chapter 2 is on literature survey i.e., it lists all the publications, white pa-

pers and online documentations went through by the author in making this work

possible.

Chapter 3 introduces basics of the Nephele architecture. Problem statement

they’ve worked upon and its impact in the field of cloud computing. Later, the

chapter ends with few notes on scheduling strategies adopted in cloud and some

shortcomings of the same.

Chapter 4 is on the proposal if new strategy in Data processing framework

based on Nephele. Challenges faced in implementation of the same is discussed

and finally how the problem is tackled.

Chapter 5 is on Simulation and results. The experimental setup used for

simulation is mentioned here. Graphical representation of the system is shown

later.

Chapter 6 finally concludes the work and future future scope of the work is

discussed.
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Chapter 2

Literature survey

The work on dynamic resource allocation was first published in 2009 by warneke

and adej [17] in a workshop conducted by ACM. They have published IEEE trans-

action on the same in Aug 2012 [16]. until then, it was just a concept. The work

in this transaction shows the simulation done by them and realtime performance

analysis viz-e-viz its predecessors [18] i.e., hadoop.

Nephele borrows certain features like, firstly, MapReduce programming model(or

the open source version Hadoop) which is designed to run data analysis jobs on

a large amount of data stored across a large set of share- nothing commodity

servers. Slightly modified version of the same model is given by Alexandrov et.

al in PACT [1] which is adopted by nephele. Secondly, the concept of staged

execution from Dryad [9] from Isard et al.

Many open source cloud management Framework is available like, OpenStack

[14], Cloud Foundry, Eucalyptus [12] and Nimbus is evaluated [13] for suitability

in running the simulation in our work. Canonical backed Openstack is available

in ubuntu from release 12.04+. Dedicated community and modular design of

OpenStack has made this a choice of our framework.

The custom image creation in this work is done by using Boxgrinder. Box-

grinder [6] written in Ruby, is a project by SIG/fedora-cloud enables user to create

custom image for cloud. This is deployable in Amazon Web Service. Kickstart

templates are also provided in the site for beginners.

The comparison of cloud and grid [8] by Foster et. al. and the topic on

GRAM [15] in the journal Grid computing: Making the global infrastructure a
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reality, sheds light on how jobs are scheduled and what all factors are considered

in scheduling the tasks. Finally, askubuntu.com, stackoverflow.com and various

other forums have been of great help.

2.1 Nephele - The parallel Data Processing Frame-

work

TODAY a growing number of companies have to process huge amounts of data in

a cost-efficient manner. Classic representatives for these companies are operators

of Internet search engines, like Google, Yahoo, or Microsoft. The vast amount of

data they have to deal with every day has made traditional database solutions

prohibitively expensive. Instead, these companies have moved on to clouds which

is a next generation of distributed computing. Problems like processing crawled

documents or regenerating a web index are split into several independent subtasks,

distributed among the avail- able nodes, and computed in parallel.

In order to simplify the development of distributed applications on top of

such architectures, many of these companies have also built customized data pro-

cessing frameworks. Examples are Googles MapReduce, Microsofts Dryad, or

Yahoo!s Map-Reduce-Merge [19]. Although these systems differ in design, their

programming models share similar objectives, namely hiding the hassle of parallel

programming, fault tolerance, and execution optimizations from the developer.

Developers can typically continue to write sequential programs. The processing

framework then takes care of distributing the program among the available nodes

and executes each instance of the program on the appropriate fragment of data.

Cloud computing has emerged as a promising approach to rent a large IT

infrastructure on a short-term pay-per-usage basis. Operators of so-called IaaS

clouds, like Amazon EC2 [2], let their customers allocate, access, and control a

set of virtual machines (VMs) which run inside their data centers and only charge

them for the period of time the machines are allocated. The VMs are typically

offered in different types, each type with its own characteristics (number of CPU

cores, amount of main memory, etc.) and cost.
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Nephele is a data processing framework whichThe Application developed using

The job manager as seen in the figure determines the dependencies between the

Figure 2.1: Neplele Framework

job and splits it into stages. The resources are allocated only for the next stage

and not the entire task. Thus, increasing the overall CPU utilisation

2.2 Scheduling in cloud

Cloud computing is the outcome of mixture of best practices adopted from grid

computing, cluster computing and various other high performance/reliable com-

puting. It is a emerging pattern adopted by many companies. Compared with grid

computing, cloud computing has some new features, such as location transperency

and elasticity. grid computing in general is the integration of fragmented, hetero-

geneous distribution resources; cloud computing is the large-scale data center re-

sources which are more concentrated. In addition, virtualization technology hides

the heterogeneity of the resources in cloud computing. grid is generally used in

science computation, and for solving special-purpose domain problem. cloud com-

puting is user-oriented design which provides varied services to meet the needs of

different users. It is more commercialized and the resources in cloud computing

are packed into virtual resources by using virtualization technology. This calls for

resource allocation process.

Present day cloud borrows the same strategy as seen in grid. Though, the
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strategy seems realistic and optimal, it fails to harness the complete power of the

underlying metal. The data processing frameworks like Hadoop [4] aids in making

optimal allocation at the time of disaptch. But, during the execution of the

job, bad choices are made which calls for unnecessary large amount of redundant

resources.

The basic mechanism of cloud computing is to dispatch the computing tasks

to the resource pool which constitutes massively large number of computers. It

enables a variety of applications to gain on-demand resource for ex: computing

power, storage and a variety of software services according to their needs. The

job scheduling intricacy in cloud computing is left to the hypervisor layer level.

A step above as that of grid systems. This enables lots of new design models

for scheduling module. Further, it perpetuates a number of new features which

aides in accomplishing different strategies for job scheduling. Hadoop for ex,

schedules the task near a node where App data is available i.e., it takes job to

the data. This reduces network traffic and other delays. similarly, Dryad allows

the developer to specify the order of execution, this reduces unnecessary wastefull

resource allocation.

13



Chapter 3

Proposed Model

In a cloud, when a job is submitted to a shceduler node(gateway between user and

cloud), the scheduler node first determines the resource demands. This demand

consists of how many VMs to create, what should be the RAM, Secondary memory

and no. of cores in each VMs. Using this information, The schduler then fetches

a image(from the image store node) to various compute node(node where actual

computation takes place) depending on the availability of the resource in it. Then,

scheduler issues the command to boot the image(using the Hypervisor) with the

specifications as given by the job. The image so booted, can take the job and

perform the necessary computation(this is what is meant by Virtual machines).

When we say, that there are N No. of virtual machines running in a node, it

means that there are N instance of images (same or different) are being booted

and monitered by the hypervisor of that node.

The selection of these images by the scheduler is based on the request of the

job. Job may request its computation be done in Red-Hat environment, Ubuntu

environment, Windows environment or any other generic environment provided

by the cloud service or in fact, a user can make his own custom image and ask for

the schduler to run the task in his custom environment. When the generic image

doesnt have the necessary features, user can utilise the service from other cloud

providers or user can put the packages in the app data and it will be installed to

the virtual machine.
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3.1 Minimal Image Approach

When a user requests for a generic image, lots of services(deamon processes) is

not utilised every time. These services are just stealing the CPU cycles. Simple

solution to this is, user to run the tasks in his own image. But, this is not the

elegant solution to the problem. This unnecessarily increases the network traffic

and most importantly, user may not have the knowledge to create his own image.

If time is of the essence, then, user can only rely on the vendor to perform this

task.

To solve the above problem, we have slightly changed the Nephele framework

to include one additional feature in its APIs. Nephele framework derives basic

informations like user, task dependency, order of execution etc from the application

program. in addition to this, we have added on more attribute called Services-

Required(SR). This stores the serivces used by the sub task. This is an array of

strings. When the job manager of Nephele, comes across this during scheduling,

it fetches the required minimal image(superset of SR) from the store and boots it.

The following fig4.2 shows the process.

Figure 3.1: Minimal image approach

The information contained in the sub task about the SR is later used in creation

of the small custom images containing only that purticular serivces when the nodes

are free. This way, the large generic image is progressively broken down to smaller

images during the lifetime. So when the next time the sub-task with same SR

comes, only that small image is loaded.
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3.2 Challenges

The first challenge in implementing our model is that, Generic images are available

on every node. But, the large no. of custom images so created in our model are

usually stored in distributed location thus, the images of the next stages needs

to be prefetched to improve the throughput. As significant delay occurs between

the stages in fetching the images. There is also unavoidable network traffic. The

simple solution we’ve adopted is by firstly, sending the dummy request of the next

stage to the scheduler. Next, prefetch the images to the nodes returned and make

a soft reservation of resources on those nodes. When the request for next job

comes, we readily schedule the sub-tasks on the reserved nodes. If the resource

is not available, then the default scheduling takes over. The problem with this

approach is that it behaves more like a conventional scheduling as seen in Hadoop.

The second challenge is, how to manage the increasing no. of images? the

approach we’ve used is distribute the images evenly among all nodes. This method

is simple to implement. But, may cause uneven traffic in the network. This is

because, some images are used more often than others or most of the frequently

used ones are in the same node.
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Chapter 4

Results and Simulations

This section shows the result of various simulations. Firstly, figure 4.1 shows the

Figure 4.1: Latency in loading the image to RAM

delay in seconds to load a image of size 50 MB. We see a significant delay in

fetching a image from the other node in the same network. Secondly, figure 4.2

shows the RAM usage by two images. The point here is, job which requires only

small set of service, if run in a suitable minimal environment, there is lots of RAM

available to the task. Also the delay in time required to boot the image is reduced.

Finally, figure 4.3 shows the comparison between our proposed model and Nephele.

A simple linear, three-staged task with a three different sort of image in each stage

is provided as a batch script.
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Figure 4.2: Benefit of using a minimal image

Figure 4.3: Proposed Model vs Nephele

4.1 Limitations

There are lots of limitation in using our model. Firstly, Prefetching images on

the node has some adverse effect if the node is low on RAM. This is because,

less memory is available to the host. This makes the overall VMs it is supporting

seem slower. Secondly, Images takes up more space on disc than conventional

approach. There is need for manual or automated deletion of images which are no

longer needed.
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Chapter 5

Conclusion and Future Scope

We have discussed about what is cloud, how cloud enables efficient model for

renting resources on-demand, motivation for our work and the objectives in the

begining chapters. The following literature survey shows the various manuals,

technical papers and forums which helped in making this thesis. Later on, from

our discussion on the present work, proposed model and various simulations, we

have seen how the proposed work minimizes wastefull cpu time. Thus increasing

the throughput.

The core of our model is the Nephele Data framework. Dynamic behavior of

the Nephele data framework, enables us to make runtime decisions based on the

application program written by the developer using this framework. We can safely

say, that our work was possible only because of this. The next section suggests

the future scope of our work.

Future Scope

The strategies used in implementing the work is not totally optimal and there is al-

ways a better implementation possible. Not only that, but also, different strategies

needs to be employed in different cloud to get the optimal results. these decisions

can only be made by analysing the behavior of the cloud under consideration and

the results will be specific to that cloud only. There is a scope of improvement

within our work and outside our work.

Within our work, firstly, there is a scope of implementing a better scheduling
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algorithm. Secondly, when the model is implememted, by seeing the cloud be-

havior, we can analyse the correlation between images by modelling a clustering

algorithm to group the related images. Finaly using this results, storage of various

images on nodes can be optimized to reduce network traffic.

As we have proposed the model keeping in mind the throughput by keeping

track of services required by the tasks similarly, we can work upon issues like

reliablity, availability, cost and other aspects.
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