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ABSTRACT 
ECG is an important non-invasive clinical tool for the diagnosis of heart diseases.The 

detection of cardiac arrhythmias is a challenging task since the small variations in ECG 

signals cannot be distinguished precisely by human eye. The objective of this work is to 

detect cardiac arrhythmias with highest detection accuracy. Cardiac arrhythmias are classified 

using discrete wavelet transform (DWT) and dual tree complex wavelet transform (DTCWT) 

technique. The DWT feature set comprises of statistical features extracted from the sub bands 

obtained after decomposition of QRS complex signals up to 5 scales whereas the DTCWT 

feature set comprises of wavelet coefficients extracted from the 4th and 5th scale 

decomposition of QRS complex signals. The two sets of features are appended individually 

by four other features (AC power, kurtosis, skewness and timing information) extracted from 

the QRS complex signal of each cardiac cycle. These feature sets are independently classified 

using a multi layered perceptron (MLP) neural network based on back propagation algorithm. 

In this work, five types of ECG beat (Normal (N), Paced (P), Right Bundle Branch Block (R), 

Left Bundle Branch Block (L) and Premature Ventricular Contraction (V)) are classified from 

the 48 files of MIT-BIH arrhythmia database. The experimental results indicate that the 

DTCWT technique classifies ECG beats with an overall sensitivity of 94.64% while DWT 

technique classifies with an overall sensitivity of 91.23%. 
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1.1 Electrocardiogram 

The electrocardiogram (ECG) indicates the electrical activity of the human heart. It offers 

cardiologists with helpful information regarding the rhythm and functioning of the heart. 

Medical attention is required for patients with abnormal morphology and heart rate in ECG 

signals since these abnormal cardiac rhythms may lead to life threatening situations. ECG 

signals are acquired by placing electrodes across the thorax or chest of human body for a 

limited time and the electrical recordings are visualized using an external device. The 

electrodes pick the electrical signals generated by the polarization and depolarization of heart 

muscles [1]. The flat line (isoelectric line) indicates the absence of electrical activity while a 

deviation from the isoelectric line indicates the electrical action of heart muscles.  

1.2 The human heart 

The heart cells have small difference in the concentration of ions across the cell membrane at 

resting stage. The positive ion concentration is high in the outside membrane when compared 

to the inner membrane of heart cells resulting in resting potential of 90mV. The activation of 

heart cells causes high permeability of Na+ ion, resulting in a change of polarity across the 

cell membrane (depolarization). The change in cell potential from negative to positive and 

back causes a voltage pulse called action potential [2]. The action potential leads to 

contraction of heart muscles. The depolarization and repolarization activity of heart cells are 

measured using ECG. Sino atrial (SA) node is considered as the pacemaker of the human 

heart because the bunch of cells around SA node causes fast depolarization of heart cells. 

The human heart contains four chambers as shown in Fig. 1.1. The top left and right 

chambers corresponds to left and right atria whereas the bottom left chamber corresponds to 

left ventricle and bottom right chambers corresponds to right ventricles. The SA node is 

located inside the right atrium and the depolarization of heart cells in the SA node causes the 

left and right atria to contract almost simultaneously [3]. The atria and ventricles are 

interconnected with each other by atrio ventricular valve. A group of cells in the right atrium 

called atrio ventricular (AV) node conducts the depolarization of atria by bundle of 

conducting fibers (Bundle of His) to the ventricles. All part of ventricles are depolarized by 

purkinje fibers which are located in the muscle walls of ventricles. The polarization and 

depolarization activity of heart muscles causes the electrical current that moves across the 

body. The change in the electric current is maximum when one portion of heart is completely 

polarized while the other is completely depolarized. The summation of action potential from 

the heart is represented by the electrocardiogram signal. The contraction of two atria forces 
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the blood to flow into ventricles. The two ventricles start contracting once the signal is 

conducted from the atria and the blood is pumped from ventricles through pulmonary and 

aortic arteries. 

 

Figure 1.1: Anatomy of human heart  

1.3 ECG Recording 

The recording of ECG signals is performed by placing electrodes across the chest of the 

human body. The term lead refers to the electrical voltage difference between two electrodes. 

The most commonly used lead system for recording the ECG signals is 12-lead ECG system 

which includes three classes of leads [4]. 

• Bipolar leads – It refers to the lead I, II and III. The electrodes are connected to the 

right arm (RA), left arm (LA) and left leg (LL). 

(i) Lead I correspond to the voltage difference between the LA and RA.  

(ii) Lead II corresponds to the voltage difference between the LL and RA. 

(iii) Lead III corresponds to the voltage difference between the LL and LA.   

• Augmented unipolar leads – It refers to the lead IV, V and VI as shown in Fig. 1.2. 

The positive electrode is placed at right arm for lead IV, left arm for lead V and left 

leg for lead VI while the negative electrode is placed at the centre of heart electric 

field which acts as the reference point. The leads under this category are: 
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 (i) Augmented Vector Right (aVR) is the difference between the electrical potential 

of right arm and centre of heart electric field. 

(ii) Augmented Vector Left (aVL) is the difference between the electrical potential of 

left arm and centre of heart electric field. 

(iii)Augmented Vector Foot (aVF) is the difference between the electrical potential of 

left foot and centre of heart electric field. 

 

Figure 1.2: Augmented unipolar leads [5] 

 

• Unipolar precordinal leads–It refers to the lead V1-V6. The leads are obtained by 

taking the difference between potential of electrodes placed on chest and centre of the 

heart electric field.  

1.4 ECG waveforms 

 

Figure 1.3: ECG signal representing one cardiac cycle [6] 
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Each cardiac cycle of ECG signal consist of a P, QRS, T and U wave as shown in Fig. 1.3. 

• P wave: The first upward pulse from the isoelectric line followed by return to the 

isoelectric line corresponds to the P wave and it exists for duration of 0.04 sec. The 

depolarization activity of atria’s causes the contraction of left and right atria resulting 

in P wave. [7] 

• QRS complex wave: This signal results due to the depolarization activity of 

ventricles. The Q wave is a downward pulse which is followed by R wave with sharp 

positive peak. The R wave is followed by the S wave with a negative swing. The Q, R 

and S wave together constitute the QRS complex signal which indicates the time for 

the contraction of ventricles and it exist for duration of 80-120 msec [7]. 

• T wave: The QRS complex signal is followed by the T wave. It is an upward pulse 

which indicates the repolarisation of ventricles. 

• U wave: The repolarisation activity of purkinji fibers is indicated by a small 

deflection following T wave called the U wave. 

• PR segment: The P and QRS waves are connected by PR segment. In this duration of 

time the electrical impulse from AV node travels from atria to the ventricle. The PR 

segment represents a flat signal since there is no contraction of heart muscles 

occurring during that interval. 

• ST segment: This segment interconnects the QRS and T wave. The ST segment 

represents the depolarization activity of ventricles. The duration of ST segment is 

approximately 80-120 msec. 

 

1.5 Noises embedded in ECG signals 

It is difficult for medical experts to analyse ECG signals embedded with noise. The noise 

removal technique is a challenging task due to spectral overlap between ECG signal and 

noise signal. The different types of noises that affect the ECG signals are: 

 

1.5.1 Baseline wander 

Baseline wander results in the movement of isometric line in upward and downward 

direction. It is caused due to the movement of electrodes connected across the chest during 

breathing or due to the movement of arm or leg. The variation in temperature and bias of the 
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instrumentation amplifier circuit can also be a cause of baseline drift. It is a low frequency 

noise with a frequency range of 0 - 0.5Hz [8]. 

1.5.2 Power line interference 

It occurs due to the poor grounding of ECG machines connected to the power supply [9]. The 

ECG machine picks up the ac signal of 50/60 Hz frequency and displays a thick looking ECG 

signal. 

1.5.3 Electromyogram (EMG) interference  

The electrical activity of muscles causes the contraction of muscles. The resulting signals are 

band limited Gaussian noise with a zero mean distribution. The EMG interference causes fast 

fluctuations which are faster than the ECG signals [4]. Its frequency range is 0-10 KHz and 

occurs for duration of 50msec [9]. 

1.6 ECG Arrhythmias 

A normal sinus rhythm (NSR) represents an ECG signal with no cardiac disorder and has a 

heart rate of 60-100 beats per minute (BPM). A heart rate beyond 100 BPM indicates sinus 

tachycardia while a heart rate below 60 BPM indicates sinus bradycardia which affects the 

vital organs. 

1.6.1 Sinus node arrhythmias 

The SA node of the heart is responsible for this type of arrhythmias. The distinguishing 

feature of this type of arrhythmias is that the morphology of P wave of ECG signals remains 

normal. Sinus arrhythmia, Sinus bradycardia, and Sinus arrest are different type of 

arrhythmias which comes under the category of sinus node arrhythmias. 

1.6.2 Atrial arrhythmias 

These types of arrhythmias originate inside the atria but outside the SA node. The different 

types of atrial arrhythmias are: 

 

• Premature Atrial Contractions (PAC) 

The P wave has abnormal morphology while the QRS and T wave have normal 

morphology. This problem arises due to the early firing of ectopic pacemaker before 

the SA node. Atrial tachycardia is characterized by the occurrence of PAC as triplet or 

more. 
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Figure 1.4: Premature atrial contraction 

• Atrial Tachycardia 

This arrhythmia shows a heart rate of 160 to 240 BPM. The symptoms of atrial 

tachycardia are feeling of palpitations, nervousness and anxiety. 

 

Figure 1.5: Atrial Tachycardia 

 

• Atrial Flutter 

These types of arrhythmias are characterized by a very high heart rate (240-360 

BPM). The P wave occurs at a fast rate and looks like a saw tooth waveform and 

hence it is called Flutter wave. 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  

Figure 1.6: Atrial flutter 
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• Atrial Fibrillation 

The atrial rate exceeds beyond 350 BPM and it occurs due to the uncoordinated 

stimulation of different portions of atria. A high atrial rate does not allow the ventricles to 

get completely filled with blood. Atrial fibrillation causes short bursts or chronic [1]. 

1.6.3 Junction Arrhythmia 

These types of arrhythmias occur due to the firing of AV node or its bundles. The P wave has 

an abnormal morphology with opposite polarity when compared to the P waves of normal 

sinus rhythm due to the depolarization occurring from the AV node to the atria [1]. 

1.6.4 Ventricular Arrhythmia 

This type of arrhythmias is characterized by wide QRS complex signal with bizarre shape. 

The impulse signal originates on ventricles and move to the remaining portion of heart. 

• Premature Ventricular contraction 

The heart beat is triggered by the purkinje fibers in the ventricles resulting in the 

contraction of ventricles before the complete depolarization of atria. Lack of oxygen 

in cardiac muscles may cause PVC beats and they can occur anywhere in the ECG 

beat cycle. 

• Ventricular Tachycardia 

The ventricular tachycardia is characterized by large and wide QRS complex signal 

when compared to the normal QRS complex signal. It is considered as a life 

threatening arrhythmias because of high heart rate (110 to 250 beats per minute) 

resulting in incomplete filling of ventricles. 

• Ventricular Fibrillation 

Ventricular fibrillation occurs due to the firing of different ectopic pacemakers in a 

non-synchronized manner resulting in high ventricular rate. The wave appears to have 

saw tooth   shape. 

1.6.5 Bundle Branch Blocks 

The bundle branch blocks results in myocardial infarction since there is a restriction in the 

movement of impulse signal from AV node to the entire conduction system. There are two 

types of bundle branch blocks (BBB). The right BBB prevents the impulse signal from AV 
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node to depolarize the right ventricle while the left BBB prevents the depolarization of left 

ventricular muscles. These blocks results in myocardial infarction [1]. 

1.7 MIT-BIH ECG Database 

The MIT institute in collaboration with Boston’s Beth Israel Hospital (BIH) developed a 

standard database in 1980 for arrhythmia detection. This is the first standard database used by 

researchers to validate the performance of their proposed technique and compare their result 

with pre-existing algorithms. A total of 25 male patients with an age of 32 to 89 years and 22 

female patients with an age of 23 to 89 years were chosen in order to include normal beat and 

common type of life threatening arrhythmias [10]. Each ECG record consists of two channel 

recordings. The first channel recording uses modified lead limb II (MLII) while the second 

channel recording commonly uses lead V1(V2, V4 or V5 for some patients). The database 

comprises of 48 recordings each containing 30 minutes segment of ECG selected from 24 

hour recording of 47 different patients (200 and 201 ECG records are acquired from same 

patient) [8]. The first 23 (100-124) recordings correspond to the routine clinical recordings 

while the remaining recordings (200 – 234) contain the complex arrhythmias. The analog 

signals were sampled at a frequency of 360 Hz in order to use a notch filter with a notch 

frequency of 60 Hz for eliminating power line interference and band pass filtered at 0.1-100 

Hz in order to avoid anti-aliasing and saturation in analog to digital conversion [10]. 

 1.8 Wavelet transforms 

In literature, numerous feature extraction techniques are applied to analyze and classify ECG 

beats such as the particle swarm optimization technique, principle component analysis, ECG 

morphological features in conjunction with timing information. Though these techniques 

have provided good classification results but the wavelet based techniques have outperformed 

when compared to the aforementioned techniques. The Fourier transform technique fails in 

analyzing non stationary signals due to its poor time frequency localization of the signal. The 

short time Fourier transform (STFT) analyses every spectral component with fixed window 

thereby providing fixed time and frequency resolution [11]. The uncertainty principle 

explains the inability to achieve high frequency and time resolution at same time instant. The 

wavelet transform (WT) technique helps in analyzing high frequency signal with high time 

resolution and low frequency signal with high frequency resolution by decomposing the input 

signal over scaled and shifted versions of a prototype wavelet [11]. The use of varying 

window size in wavelet transform helps in analyzing non stationary signal at multiple 
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resolutions. In practical situations, the signals with high frequency component exist for short 

duration and low frequency component exist for long duration. The WT provides varying 

time-frequency window thereby analyzing high frequency component with narrow window 

and low frequency component with wide window [12]. The wavelet transform can be 

represented in continuous and discrete form. 

1.8.1 Continuous wavelet transform 

If ( )tψ  represents the mother or prototype wavelet such that ( ) 2 ( )Rt Lψ ∈ , then a family of 

wavelet functions can be obtained by shifting and scaling ( )tψ  [13]. 

,
1( ) ,sr s

t st r R
rr

ψ ψ − = ∀ ∈ 
 

( 0r > )      (1.1) 

The parameter r and s  corresponds to the scaling and translation factor respectively. 

The chosen mother wavelet should satisfy the following admissibility condition 

2( )w
C dw

wψ

∞

−∞

Ψ
= < ∞∫         (1.2)  

Due to sufficient decay in ( )wΨ the admissibility condition can be written as  

(0) ( ) 0t dtψ
∞

−∞

Ψ = =∫          (1.3) 

Thus the equation 2.3 indicates that the wavelet function behaves as band pass function. The 

CWT of a signal ( )g t  is defined as  

*
,CWT (r,s) ( ) ( )dtg r sg t tψ

∞

−∞

= ∫ =
1( ) t sg t dt

rr
ψ

∞

−∞

− 
 
 ∫     (1.4) 

The wavelet function , ( )r s tψ act as the filter bank impulse response. As the scaling parameter 

value increases the length of the window increases and hence the number of wavelet 

coefficient obtained in each stage decreases [14]. The wavelet coefficient CWT (r,s)g

indicates the correlation between the basis function and the input signal. The CWT is 
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isometric in nature (it preserves energy) since CWT represents an orthonormal basis 

decomposition. The signal ( )g t  can be reconstructed back from its wavelet coefficient as 

, 2

1( ) CWT (r,s) ( )g r s
drdsg t t

C rψ

ψ
∞ ∞

−∞ −∞

= ∫ ∫       (1.5) 

The CWT has high redundancy due to continuous values of the parameters ( r & s ) and it is 

difficult to implement in digital computer. 

1.8.2 Discrete Wavelet Transform 

The drawback of high redundancy in the case of CWT is overcome by discrete wavelet 

transform (DWT). It is achieved by using discrete values for scale and shift parameters. The 

discretization process is carried by replacing r  by 0
jr  and s by 0 0

jkr s , where ,j k Z∈  [14]. 

Thus the family of wavelet functions after discretization process is given by 

0 0
l,m

00

1( )
j

jl

t mr st
rr

ψ ψ
 −

=  
 

= ( )/2
0 0 0

l lr r t msψ− − −      (1.6)  

The signal ( )g t  can be represented as the sum of the wavelet function which is given by 

l,m( ) (l,m) ( )g
j k

g t C tψ=∑∑         (1.7) 

Where (l,m)gC represents the discrete wavelet coefficient. The most widely used 

discretization value for parameter 0r  and 0s  is given by 2 and 1 respectively [15]. The 

wavelet transform using these values is known as dyadic wavelet transform and the wavelet 

function obtained for discrete values of l and m  is given by  

( )/2
l,m ( ) 2 2l lt t mψ ψ− −= −         (1.8) 

The discrete wavelet coefficient is given by 

*
l,m l,m(l,m) ( ) ( ) ( ), ( )gC t g t dt t g tψ ψ

∞

−∞

= =< >∫       (1.9) 

The practical implementation of DWT comes from multi resolution analysis (MRA) and 

perfect reconstruction filter bank structure [16]. 
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From MRA a scaling function (father wavelet) is introduced such that  

/2 /2
l,m 2 (2 )l l t mφ φ− −= − ; l, m Z∈ and ( ) 1t dtφ =∫   (1.10) 

Where ,l mφ is an orthonormal basis of the subspace jV .If jW is the orthonormal component of 

jV  then j jW V⊥ and /2 /2
l,m 2 (2 )l l t mψ ψ− −= − . Here ,l mψ is the orthonormal basis of subspace

jW .  

From equation2.7, the function ( )g t  can be obtained from the scaling and wavelet function as 

1 1

0 0

,m ,( ) ( , ) ( ) ( , ) ( )
k k

g l g l m
l k m l k m

g t D l m t C l m tφ ψ
∞ ∞

= =−∞ = =−∞

= +∑ ∑ ∑ ∑   (1.11) 

Where ,m( , ) ( ), ( )g lD l m t g tφ= < > , ,( , ) ( ), ( )g l mC l m t g tψ= < > and 0k , 1k  are the finite lower 

and upper limit respectively such that 1k > 0k . If ( , )gD l m  and ( , )gC l m  represents the scaling 

and wavelet coefficient obtained after the projection of signal ( )g t  on to the subspace jV  and 

jW respectively then the coefficient ( 1, )gD l m+  and ( 1,m)gC l + can be obtained recursively 

from (l,m)gD  and (l,m)gC  as 

0(l 1,m) ( 2 ) (l,m)g g
n

D h n m D+ = −∑   (1.12) 

1(l 1,m) ( 2 ) (l,m)g g
n

C h n m C+ = −∑   (1.13) 

Similarly the filter coefficient (l,m)gC  can be derived from (l 1,m)gD +  and (l 1,m)gC +  as 

0 1(l,m) (m 2 ) (l 1,m) (m 2 ) (l 1,m)g g g
n n

C h n D h n C= − + + − +∑ ∑   (1.14) 

The structure of filter bank up to 2 stages is shown in fig 2.2. The filter coefficient 

(l 1,m)gD +  is known as the approximation coefficient and (l 1,m)gC + is known as the detail 

coefficient of 1l +  scale [16]. The concatenation of all the coefficients from the last level of 

decomposition results in the DWT of the original signal. 
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Figure 1.7: Filter bank implementation up to 2 stage DWT 

1.8.3 Complex wavelet transform 

The DWT technique is an excellent tool for analyzing non stationary signal, however they 

lack shift invariance property. The shift invariance property plays a key role in pattern 

recognition application such as ECG beat classification since a beat may be a shifted version 

of other. The lack of shift invariance results in large variation in the energy of the wavelet 

coefficients and hence the DWT transform fails to differentiate input pattern shifts. This 

occurs due to the down sampling operation at each stage. Hence there is a need for a 

transform which can provide approximate shift invariance with limited redundancy. The use 

of wavelet packets provides shift invariance at the cost of high redundancy. The complex 

wavelet transform provide approximate shift invariance with a limited redundancy of 2:1 for 

1D signal [17]. The transform decomposes the input signal into real and imaginary 

components and compute the magnitude and phase information which helps in localizing the 

energy of wavelet basis functions. The analytic representation of signal gives a non-negative 

spectrum in the Fourier domain resulting in reduced bandwidth requirement and thereby 

overcoming the problem of aliasing which occurs among the frequencies of filter banks [17]. 

The concept of analytic representation is used among filter banks of DWT to give complex 

wavelet transform. The impulse response of two sets of real filters form a Hilbert transforms 

pair. 

The DWT provides approximate shift invariance if each levels of the tree posses a sampling 

rate which is twice the initial sampling rate. This is performed by removing the down 

sampling by 2 operators in each stage resulting in two trees which are fully decimated. The 

technique works well up to level 1 beyond which this approach fails due to low sampling 

rate. A delay of half sample condition should be satisfied between the filters of two trees after 

level 1. A 2 band reconstruction block is shown in Fig. 1.19 which is designed to give perfect 
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reconstruction from the analysis and synthesis filters. The average output from two trees 

gives an approximate shift invariant system. If the analysis and synthesis filter are designed 

with similar frequency response then the energy is preserved after the DTCWT 

transformation [18]. The reconstructed signal 
~
( )y t  using the coefficients follows perfect 

reconstruction and if the aliasing term is zero then the transform is shift invariant [17]. The 

transfer function E and F corresponds to the analytic filter bank while R and S represent the 

synthesis filter bank. As shown in Fig. 1.19. 

E(z)

F(z)

M M

M M

R(z)

S(z)

+
X(Z) Y(Z)

Ya(Z)

Yb(Z)
 

Figure 1.8: Two band Reconstruction Block 

The odd/even type DTCWT filters suffers from various problems such as lack of perfect 

symmetry (the wavelet function of a particular level is not aligned to its scaling function), the 

two trees do not possess exact frequency response and the energy between signal and 

transform domains are not preserved due to the use of biorthogonal filters. These drawbacks 

are overcomed by using Q-shift dual tree. The filters used above level 1 are even in length 

and the group delay associated with them is 1
4

 samples (+q). A total difference in delay is 1
2

 

sample (2q) due to the usage of the time reversed version of tree a  filters in tree b  filters 

resulting in a delay of 3q as shown in Fig. 1.20 [17]. The magnitude of complex wavelet 

function and its scaling functions are aligned to each other. 
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Figure 1.9: Q shift version of DTCWT 

The remaining stages uses the same set of filters as mentioned above and the synthesis filter 

employs the time reversed version of the above mentioned filters. The filter coefficients used 

in each stage is described in [19]. 

1.9 Motivation 

The electrocardiogram is widely used as a tool by cardiologists for determining the 

abnormalities of the human heart. An expert medical practitioner may fail to diagnose the 

heart abnormalities due to large variations in ECG signals resulting in life threatening 

situations. The detection of cardiac arrhythmias is a challenging task since the small 

variations in ECG signals cannot be distinguished precisely by human eye and the wave 

patterns may have to be analyzed for a long duration of time [20]. A doctor interprets an ECG 

signal based on its morphological shape and other parameters such as RR interval, PP 

interval, QT interval etc. The task of determining fiducial points and computation of 

parameter is a tedious job for doctors [21]. Hence there is a need for computer aided 

diagnosis system which consumes less computational time and achieves higher classification 

accuracy. Early detection of cardiac diseases using computer aided diagnosis system will 

result in the decline of high mortality rate among heart patients. In literature, numerous 

feature extraction techniques are applied to analyze and classify ECG beats. These techniques 

have shown high classification accuracy on small dataset of MIT-BIH database, hence the 
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performance of these techniques on large dataset need to be explored for practical 

applications. In this project, a novel technique has been proposed for classifying five types of 

ECG beats, i.e. N, P, L, R and V beat using DTCWT technique and these features are 

independently classified using MLP based neural network. 

1.10 Thesis outline 

The chapter 1 gives a brief description about the basics of ECG signals, ECG recording leads, 

noises embedded in ECG signals, different type of cardiac arrhythmias, discrete wavelet 

transform and complex wavelet transform techniques. The chapter 2 explains the feature 

extraction steps using DWT and DTCWT technique. The experimental results obtained using 

MLP neural network are analyzed in the chapter 3. The conclusion of this report and future 

work is reported in chapter 4. 
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CHAPTER 2 

FEATURE EXTRACTION TECHNIQUE 

USING DISCRETE WAVELET 

TRANSFORM AND DUAL TREE 
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2.1 Introduction 

In literature, numerous feature extraction techniques are applied to analyze and classify ECG 

beats. In [22], Premature ventricular contraction (V) beats are classified from Normal (N) and 

other abnormal beats by using wavelet transform technique and timing information as feature. 

An overall accuracy of 95.16% is achieved by using ANN classifier. The ECG beats N, F, A, 

R, and f are classified using PSO and RBFNN in the literature [23]. The experimental results 

were limited over a small data set of MIT-BIH database. The ECG Arrhythmias detection 

using wavelet transform and probabilistic neural network gives an accuracy of 99.65% as 

reported in literature [24]. However the experimental results are limited to 23 ECG records of 

MIT-BIH database. In [25], the authors have used higher order statistics (HOS) of sub band 

components as feature and neural network based on back propagation algorithm as classifier. 

An accuracy of 96.34%is achieved using this technique. In [26] PCA is used as a tool for 

classifying five types of ECG beats (N, L, R, A and V). In the literature [27], the DTCWT 

features are used for EEG seizure detection. The seizure detection is performed on database 

selected from University of Bonn which gives 100% classification accuracy. ECG 

Arrhythmias detection using PCA and least square support vector machine were described in 

the literature [28] but the performance is evaluated on small dataset. In [29], the authors have 

used ECG morphology, heart beat intervals and RR intervals as feature and classifier model 

based on linear discriminants for classifying five types of ECG beats recommended by AAMI 

standard. In [30] the authors have used the statistical features from different parameters of the 

ECG signals for classifying four types of ECG beats. In [31], the DWT technique is used to 

analyze the effect of pulsed electromagnetic field on PPG, EEG and ECG signals. All the 

aforementioned techniques have shown significant performance only on small dataset of 

MIT-BIH database and hence these techniques may fail to classify ECG beats of large 

dataset. 

In this work, a new technique is proposed for classifying ECG beats using DWT and 

DTCWT technique. The approximate shift invariance property of DTCWT makes the 

technique more useful in pattern recognition and signal analysis application [17]. Two sets of 

features were extracted using DWT and DTCWT technique. Each set of features were 

concatenated with four features extracted from the QRS complex of each cardiac cycle. In 

addition to the approximate shift invariance property, the DTCWT provides perfect 

reconstruction and limited redundancy which is independent of the number of decomposition 
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levels ( 2m  for m-dimensional signal) and efficient computation (twice as simple DWT) [18]. 

The DWT is also an efficient tool for analyzing non stationary signals, however they lack 

shift invariant property i.e. the energy of the wavelet coefficient varies significantly as the 

input signal is shifted. The ECG beats of same patient may be of same type, however one 

may be slightly shifted version of the other. In such cases DTCWT classifies ECG beats 

efficiently than DWT technique. The variation in the energy of fourth scale detail coefficients 

obtained from the decomposition of two different L beats of #111 ECG records using 

DTCWT and DWT techniques are shown in Fig.2.5. The variation in energy of complex 

wavelet coefficient is very small when compared to the energy of DWT coefficients. The 

DTCWT uses two real wavelet filters which are Hilbert transform pair to each other. The 

combination of two such filters is termed as an analytic filter. The analytic filter gives a new 

structure equivalent to two standard DWT filter bank structures operating in parallel. The 

neural network based on back propagation training algorithm classifies ECG beats to 

appropriate classes. A comparative study is performed on classification performance of 

features extracted using DTCWT and DWT technique which is discussed in the next chapter. 

The experimental results indicate that DTCWT based features perform better than the DWT 

features for the 48 files of MIT-BIH database. 

2.2 Proposed Method 

The proposed technique consists of three main stages as shown in Fig. 2.2, (i) Pre-processing, 

(ii) Feature extraction and (iii) Classification. Amplitude normalization and filtering of ECG 

signals are performed in the pre-processing stage. The ECG signals are normalized such that 

the processed ECG signals have a mean of zero and standard deviation of one thereby 

reducing the variation in amplitude among each file. The embedded noises in ECG signals 

are removed by using a band pass filter operating at a frequency of 4-22 Hz. The pre-

processed ECG signal is used for extracting significant features. The R peaks of ECG signals 

are located by using the annotation file of MIT-BIH database [8]. Various techniques for R 

peak detection can be found in literature [32-36]. The features extracted using DTCWT and 

DWT technique is feeded as input to an ANN classifier which maps the feature vectors to the 

respective class labels. 
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Figure 2.1: a) Two different L beats taken from #111 ECG record. b) Fourth scale detail 

coefficients of two L beats using DTCWT. c) Fourth scale detail coefficients of two L beats 

using DWT 

2.3 Feature Extraction 

The most important step in pattern classification problem is the choice of features from the 

given patterns. Feature extraction technique is a problem dependent task which varies for 

each application. The choice of feature extraction techniques is very important since a good 

classifier may fail to classify the beats, if the features selected are not proper [37]. It is the 

technique of extracting significant information from a signal thereby representing the signal 

in lower dimension. The feature extraction technique overcomes the problem of 

computational complexity and over fitting of the trained data. This report concentrates on the 

feature extraction technique based on DWT and DTCWT technique. The DTCWT features 

comprises of wavelet coefficients extracted from fourth and fifth scale of detail coefficients 

(D4 and D5) and DWT feature set  consist of statistical features extracted from six sub bands 

i.e. from detail coefficients (D1, D2, D3, D4 and D5) and approximation coefficient (A5). 

c) 

b) 

a) 
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Figure 2.2: Methodology of proposed work 

The two sets of features are appended individually by four other features (power, kurtosis, 

skewness and timing information) extracted from QRS complex of each cardiac cycle. The 

prototype wavelet used in DWT technique is daubechies wavelet of second order (Db2) due 

to its ability to detect the variations in ECG [31]. The DTCWT uses a specially designed Q 

shift filter as explained in the literature [17]. The DTCWT also provides good directional 

selectivity by suppressing the negative frequency components. Thus the DTCWT provides 
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approximate shift invariance resulting in better performance when compared to the DWT 

technique. The numbers of decomposition levels completely depend on the maximum 

frequency content of the ECG signal [23]. The frequency ranges of sub bands after five scale 

decomposition using DWT or DTCWT technique is shown in Table 2.1. The predominant 

energy of the QRS complex signal lies in frequency range of 4-22 Hz hence the choice of 4th 

and 5th scale detail coefficient as feature using DTCWT technique is a good approach. The 

numbers of decomposition levels are limited to 5 beyond which baseline wandering become 

significant. 

Table 2.1: Frequency ranges of the sub bands after five scale decomposition 

sub 
band   

Frequency 
range(Hz)   

D1 

  

90-180 

  

D2 45-90 
D3 22.5-45 
D4 11.25-22.5 
D5 5.63-11.25 

A5 0-5.63 
 

2.3.1 Extraction of feature set F1 using DWT  

The feature extraction technique for feature set F1 can be summarized as: 

(a) Extract the QRS complex signal by selecting a window of 256 samples around the R 

peak (select 128 samples from left and right of the R peak respectively). 

(b) Decompose the QRS complex signal to five resolution scales by using 1D DWT 

technique. 

(c) Select the decomposition levels corresponding to the detail coefficient sub band D1-

D5 and approximation coefficient sub band A5. From each sub band four statistical 

parameters are computed i.e. maximum, minimum, mean and standard deviation of 

the wavelet coefficient. 

2.3.2 Extraction of Feature set F2 using DTCWT  

The feature extraction technique for feature set F2 can be summarized as mentioned below: 

(a) Extract the QRS complex signal by selecting a window of 256 samples around the R-

peak (select 128 samples from left and right of the R-peak respectively). 
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(b) Perform 1D DTCWT by decomposing the QRS complex signal up to 5 scales. 

(c) Choose the 4th and 5th scale detail coefficients as features. The upper tree of complex 

wavelet transform gives the real part of 4th and 5th scale detail coefficients while the 

lower tree gives the imaginary part of 4th and 5th scale detail coefficients. The 

absolute value of the 4th and 5th scale detail coefficients are computed from real and 

imaginary coefficients.  

(d) Perform 1D FFT on the selected features and take the logarithm of the Fourier 

spectrum. 

2.3.3 Extraction of feature set F3 

The feature sets F1 and F2 are appended by following four features (F3) extracted from QRS 

complex of each cardiac cycle. Let ( )x n  represents the QRS complex signal. 

(1) AC power: It indicates the total power content of the QRS complex signal 

                                
2[ ( )]p E x n=                                        (2.1) 

(2) Kurtosis: It indicates the peakedness of the QRS complex signal or it can be defined 

as a descriptor of the shape to the corresponding QRS complex signal. 

                                           

4

4

[( ) ]E xkurt µ
σ
−

=

                       (2.2)
 

(3) Skewness: It is a measure of the symmetry of the distribution of the signal and it also 

indicates whether the deviation from mean is positive or negative. 

                                         

3

3

[( ) ]E xskew µ
σ
−

=

            (2.3) 

(4) Timing information: It is given by R-R interval ratio which indicates the deviation 

from constant beat rate. 

                                      
1

1

i i
i

i i

T TIR
T T

−

+

−
=

−           (2.4)
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Where iT  indicates the time of occurrence of R peak for the ith beat. The timing information 

differentiate the normal beat ( 1iIR ≅ ) from PVC beat ( 1iIR < )[22]. 

The feature sets used for classification using ANN can be summarized as: 

FS1: Feature set F3 appended with feature set F1. 

FS2: Feature set F3 appended with feature set F2. 

The sets of features FS1 and FS2 are independently classified using artificial neural network. 

The extracted features set FS1 and FS2 are shown in Fig. 2.3 and 2.4 respectively. 

 

Figure 2.3: Extracted feature set FS1 
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Figure 2.4: Extracted feature set FS2 

2.4 Conclusion 

A new technique for detecting cardiac arrhythmias is proposed using DTCWT technique. 

Two sets of features were extracted using DWT and DTCWT technique from 48 files of 

MIT-BIH database. Each set of features were appended by 4 other features (AC power, 

kurtosis, skewness and timing information) extracted from QRS complex of each cardiac 

cycle. The annotation file from MIT- BIH database is used for locating the positions of R-

peaks. A total of 28 features represents one cardiac cycle. The classification performances of 

these features are discussed in chapter 3. 
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3.1 Introduction 

In recent years neural network has been used as a tool for classification problems in many 

fields. The feed forward network architecture such as MLP, RBF network is commonly used 

in pattern recognition problems. The use of multiple layers in network architecture can solve 

complex mapping function problems. The patterns are given as input to the input layer which 

propagates in the forward direction from one layer to another layer. The MLP networks are 

trained by back propagation algorithm which employs supervised learning technique [39]. A 

well-known error correction algorithm used in MLP network is the least mean square (LMS) 

algorithm. The MLP network consists of two passes in the network. In the forward pass, the 

input patterns are applied to the input neurons and the signal propagates in the forward 

direction resulting in a group of outputs (actual response). The difference between the actual 

output and desired output gives the error signal [40]. In the backward pass, the error 

correction rule will determine the synaptic weights and the error signal propagates in the 

direction opposite to the synaptic weight connection. The weights are modified so that the 

actual output approaches the desired output. 

3.2 MLP network architecture 

 

Figure 3.1: A three layered MLP network 

The three important characteristics of a MLP network are: 

1) An MLP network uses a nonlinear smooth activation function (differentiable at any 

point) which is superior to the hard limiter activation function [41]. 
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2) The network consists of more than one hidden layers. The hidden neurons help to 

learn difficult problems by extracting significant information from input data. 

3) The network has high connectivity. 

The Fig. 3.1 represents a 3 layered MLP network. The MLP network contains two types of 

signals (Functional signal and Error signal).The functional signal is the input signal which 

propagates in the forward direction and emerges at the output of the network. The output 

signal is considered as the function of the input signal and corresponding weights. The error 

signal generated at the output propagates in the backward direction [42]. The hidden or 

output neuron performs two important tasks. They determine the output of a neuron which is 

the combination of nonlinear function of input and synaptic weight of that neuron. They also 

determine the gradient vector required for the synaptic weight updation during backward 

pass. If ( )jy n indicates the output response of thj neuron and ( )jd n represents the desired 

response of thj  neuron then the error signal ( )je n  is given by 

( ) ( ) ( )j j je n d n y n= −   (3.1) 

The weight updating equation is given by 

( 1) ( ) ( ) ( )ji ji j iw n w n n y nηδ+ = +   (3.2) 

Where η  corresponds to learning rate parameter, ( )j nδ  refers to the local gradient function 

and ( )iy n  corresponds to the input of thj  neuron for thn iteration. If neuron j is considered as 

the output neuron then 

'( ) ( ) ( ( ))j j jn e n v nδ φ=   (3.3) 

Where φ  is the activation function and 
0

( ) ( ) ( )m
j ji ii

v n w n y n
=

=∑  

If neuron j  is considered as the hidden neuron and neuron k as the output neuron then 

'( ) ( ( )) ( ) ( )j j k kj
k

n v n n w nδ φ δ= ∑   (3.4) 

Though back propagation algorithm is considered as an efficient computation technique but it 

doesn’t ensures optimal solution for all complex problems.  
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3.3 Performance matrix 

Classification performance is evaluated using four common parameters as described in 

literature [37]. The parameter TP indicates true positive which comprises of set of beats 

belonging to the true class while the parameter TN indicates true negative which contains the 

set of beats which do not belongs to the true class and are correctly rejected. The set of real 

events which are classified as non-real events corresponds to false negative (FN) whereas the 

set of non-real events which are classified as real events is referred as false positive (FP).                               

(i) Accuracy ( cA ): It indicates the overall performance of the system compared to all 

the ECG beats. It is measured by taking the ratio between the correctly classified 

beat to the total number of ECG beats.                                                            

                                                         
(%) 100c

TP TNA
TP TN FP FN

+
= ×

+ + +  (3.5)
 

(i) Sensitivity ( eS ): It is the ratio between the correctly classified ECG beats of a 

particular class to the total beats of that particular class. 

                                       
(%) 100e

TPS
TP FN

= ×
+  (3.6)                   

 

(ii) Specificity ( pS ): It is the measure of the ability of the classifier to reject the non-

events. 

                                              
(%) 100p

TNS
TN FP

= ×
+  (3.7)

 

(iii) Positive predictivity ( pP  ): It is the fraction of real events among the detected 

events. 

 

                         (3.8) 

3.4 Classification performance 

The neural network used in our experimental study is a 3 layered, feed forward network, 

which employs the back propagation training algorithm with adaptive learning rate [43]. 

The MLP network is driven independently by two sets of features (FS1 and FS2). The 

size of input layer depends on the size of feature vector, and the number of classes 

determines the size of output layer. Hence, there will be 28 neurons in the input layer for 

feature set FS1 and FS2. The output layer employs 5 neurons. The hidden layer consist of 

(%) 100p
TPP

TP FP
= ×

+
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43 neuron, which is chosen empirically based on experimental results. The back 

propagation algorithm minimizes the average square error between the actual output and 

the desired output [44]. The activation function used is tan sigmoid function. Initially, the 

learning rate parameter is set to 0.5. 

The MLP network is trained by using 48 files of MIT-BIH arrhythmia database. The first 

3 minutes of each ECG record trains the network. The weights obtained after training the 

network is used for testing the remaining 27 minutes of each ECG record. The total 

number of ECG beats used for training and testing is shown in Table 3.1. 

 

Table 3.1: ECG beats used for training and testing 

CLASS TRAINING BEAT TESTING BEAT 

N 7712 67268 

P 654 6366 

L 866 7347 

R 758 6493 

V 685 6420 

 
10675 93894 

 

The Table 3.2 and 3.3 shows the confusion matrix and performance matrix for the feature 

sets FS1 respectively. 

Table 3.2: Confusion matrix of FS1 

CONFUSION MATRIX OF FS1 [DWT FEATURE] 
Class N P L R V 

N 64543 724 1240 598 163 
P 310 5913 17 0 126 
L 1128 256 5601 19 343 
R 1941 2 95 4446 9 
V 613 366 195 88 5158 
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Table 3.3: Performance matrix of FS1 

PERFORMANCE MATRIX OF FS1 [DWT FEATURE] 
Class Ac(%) Se(%) Sp(%) Pp(%) 

N 92.85 95.95 85.01 94.18 
P 98.08 92.88 98.46 81.44 
L 96.49 76.24 92.24 78.36 
R 97.07 68.47 99.29 86.31 
V 97.97 80.34 99.27 88.95 

overall sensitivity = 91.23% 
 

The Table 3.4 and 3.5 shows the confusion matrix and performance matrix for the feature sets 

FS2 respectively. 

Table 3.4: Confusion matrix of feature set FS2 

CONFUSION MATRIX OF FS2 [DTCWT FEATURE] 
Class N P L R V 

N 65968 134 625 207 334 
P 68 6225 35 14 24 
L 981 157 5925 11 273 
R 1024 2 114 5341 12 
V 639 144 169 59 5409 

 

Table 3.5: Performance matrix of feature set FS2 

PERFORMANCE MATRIX OF FS2 [DTCWT FEATURE] 
Class Ac(%) Se(%) Sp(%) Pp(%) 

N 95.73 98.07 89.81 96.05 
P 99.38 97.79 99.50 93.44 
L 97.48 80.65 92.57 86.27 
R 98.46 82.26 99.73 94.83 
V 98.24 84.25 99.26 89.38 

overall sensitivity = 94.64% 
 

 The features extracted using the DTCWT techniques have shown a better overall sensitivity 

when compared to the DWT techniques. The network is trained independently by 10,675 

beats and tested over 93,894 beats which indicates that only 10% (approximate) of total data 

set is used for learning process. The remaining 90% of data is used for evaluating the 

performance of the classifier. In a confusion matrix the diagonal elements indicates the 

correctly classified beats corresponding to their respective classes. The feature set FS1 (DWT 
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feature) classifies N , P, L, R and V beat with a sensitivity of 95.95%, 92.88%, 76.24%, 

68.47% and 80.34% respectively. In clinical diagnosis, PVC beat has higher risk of sudden 

death compared to all other beats used in our experimental study [24]. Therefore it is 

important to classify V beats accurately. The feature set FS2 (DTCWT feature) classifies N , 

P, L, R and V beat with a sensitivity of 98.07%, 97.79%, 80.65%, 82.26% and 84.25% 

respectively. A comparative study on these feature set also indicates that the DTCWT 

technique outperforms the DWT technique. The overall sensitivity for feature set FS1 and 

FS2 are given by 91.23% and 94.64% respectively which indicates that the aforementioned 

feature extraction technique can be used as an excellent model for detecting cardiac 

arrhythmias. The Table 3.6 indicates the recent works on ECG beats detection using the MIT-

BIH database. In [30], four different ECG beats were classified using Lyapunov exponents, 

wavelet coefficients and the power levels of power spectral density (PSD) as feature and 

MLP neural network as a classifier. However, the experimental results were limited to a small 

data set. Hu,etal. have developed a heartbeat classification method by combining two 

classifier (local and global classifier) using mixture of experts and this technique achieved an 

accuracy of 94.0% for distinguishing the two class using mixture of expert classifier. In [29], 

the authors have used morphological and temporal features as feature set and linear 

discriminant for classifying ECG arrhythmia and achieved an accuracy of 85.9%. 

Table 3.6: Recent works on automatic detection of ECG beats using the MIT-BIH database 

Literature Features Classifier Classes Accuracy (%) 

              Chazal et al. [29] Morphology and heartbeat interval Linear discriminant 5 85.9 

              E.D.ubeyli [30] Lyapunov exponents and wavelet coefficients ANN Classifier 4 93.9 

              Hu et al. [37] Time domain features 
 

Mixture of Experts 2 94 

              Proposed method (FS1) DTCWT and morphological features ANN Classifier 5 94.64 
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3.5 Conclusion 

The MLP based neural network was used for classifying ECG beats into 5 classes. The 

two sets of features extracted using DWT and DTCWT were independently classified by 

the MLP network. The experimental results indicate that the DTCWT based features 

perform better than the DWT technique and shows the highest detection accuracy of 

94.64%.  Hence this technique can be used as a diagnostic tool to aid the physicians in 

determining the cardiac arrhythmias.  
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4.1 Conclusion 

In this work we have explored the ability of dual tree complex wavelet transform in the 

classification of cardiac arrhythmias. The multi-resolution capability of wavelet transform 

makes the transform more suitable in pattern recognition problems. Though the conventional 

DWT provides good time frequency localization of a signal but the transform is shift variant 

because of the down sampling operation in each stage. This drawback can be overcomed by 

using DTCWT technique. The analytic representation of the filter banks of DWT gives 

DTCWT. The transform provides approximate shift invariance with a limited redundancy of 

2:1 for 1D signals. The transform decomposes the input signal into real and imaginary 

components and compute the magnitude information which helps in localizing the energy of 

wavelet basis functions. The analytic representation of signal gives a non-negative spectrum 

in the Fourier domain resulting in reduced bandwidth requirement and thereby overcoming 

the problem of aliasing which occurs among the frequencies of filter banks leading to perfect 

reconstruction. In addition to the features obtained after DWT and DTCWT transformation, 

four other features (AC power, kurtosis, skewness and RR interval ratio) extracted from QRS 

complex of each cardiac cycle is concatenated with the features obtained using DWT and 

DTCWT technique. Two methodologies are used to extract the features using DWT and 

DTCWT technique. The DTCWT technique extracts features from detail coefficients of 4th 

and 5th scale decomposition while the DWT technique extracts features from statistical 

parameters of six sub bands (D1-D5 & A5). Total two sets of features are extracted using the 

above mentioned techniques. These features were independently classified using MLP-NN 

which employs a back propagation algorithm with adaptive learning rate. The experimental 

result shows that the features extracted using the DTCWT technique shows a better 

performance when compared to the DWT technique. The experimental study is performed on 

48 files of MIT-BIH arrhythmia database and has shown the highest promising sensitivity of 

94.64% which indicates that this technique is an excellent model for computer aided 

diagnosis of cardiac arrhythmias. 

4.2 Future works 

The major objective of this project is to implement an algorithm which can classify diseased 

ECG beats. The experimental results using DTCWT technique has given satisfactory 

performance but still some additional works could be done in future such as :- 
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(i) The experimental study is performed using MLP-NN classifier. The optimization 

of synaptic weights and hidden nodes may give a better classification performance 

when compared to the performance of existing MLP network. 

(ii) The experimental study can be extended to other classifier models such as support 

vector machines, Gaussian mixture models and a comparative study can be 

performed on their performance with MLP network. 

(iii) The experimental study can be extended to a larger number of classes. 

(iv) The R-peak locations in the experiment are taken from the annotation file of MIT-

BIH database. An automatic R-peak detection algorithm needs to be implemented 

which can detect the R peak locations of ECG signals. 
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