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Abstract

Traditional image processing algorithms are sequential in nature. When these algorithms are implemented in a real-time system, the response time will be high. In an embedded platform, such algorithms consume more power because of more number of clock cycles required to execute the algorithm. With the advent of Field Programmable Gate Arrays (FPGA), massively parallel architectures can be developed to accelerate the execution speed of several image processing algorithms. In this work, such a parallel architecture is proposed to accelerate the SOBEL edge detection algorithm. The architecture is simulated in Modelsim 10.2C student edition platform. To simulate this architecture, a model of video acquisition system is developed. This model will convert the incoming frames to digital composite video signals which can be processed by the edge detection architecture. An external software developed in Matlab will convert the frames in to hexadecimal format, and will feed the video acquisition model. The output of the edge detection processor will be a digital composite signal. A display module will convert the digital composite video signals in to hexadecimal format. Then with the help of an external Matlab program, the original image will be reconstructed. The result shown compares the sequential and parallel environments, and shows significant improvements in FPGA based implementations. The Modelsim simulation of SOBEL based edge detection algorithm for a $256 \times 256$ frame, gave a result in 0.019 seconds for a clock speed of 10MHz, whereas a Matlab based simulation took 0.22 seconds to finish this operation, which is a significant acceleration.

Moreover, a new software simulation platform was developed as a part of this project, which will let the developer to give input as image and the output will be reproduced in the same format, while all the background processing will be carried out in VHDL. The simulation results are shown in this simulation platform. This software can be used as a simulation platform for any FPGA based image processing operations.

This work has wider scope and applications. FPGA based edge detection system can serve as the basic step for implementations of complex computer vision algorithms. The implementation of fast face detection in a digital camera, fast object tracking, policing and interactive surveillance, and finally the applications like object tracking and chasing are some of the areas where this work can be made use of.
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CHAPTER 1

Introduction And Problem Statement

1.1 Introduction

Most of the image processing algorithms are sequential in nature. High-level languages like Mat-lab, C++, Open-CV etc. are the common platforms to develop and validate such algorithms. These platforms are most suited in applications, which does not have any time restrictions. In other words, where the response time is not so important. In real-time systems, the high level platforms will not be a good choice due to time and resource constraints.

With the advent of Micro-controllers, it is possible to design embedded image processing systems, which are portable, less power and time consuming. In micro-controller/dsp processors, the algorithm execution is sequential in nature. The speed of execution is greatly increased in advanced processors, which makes use of pipe-lined, and super-scalar architectures. The advanced processors incorporates parallelism at instruction level, but the over all execution of the algorithm will be sequential in nature. Thus a micro controller based system can not effectively utilize the inherent parallelism involved in most of the image processing algorithms. This imposes a limit on maximum processing rate. Thus such devices are not a suitable candidate for time critical applications.

Field Programmable Gate Arrays(FPGA) on the other hand gives a platform for parallel execution. In an FPGA based design, different hardware blocks
executes the sequences of an algorithm in parallel, and thus provides quick response and high frame rate. Since the overall operations are performed in less number of clock cycles, the power consumption will be reduced considerably, compared to micro-controller/dsp-processor based designs. The following sections describes the advantage of FPGA based image processing in detail.

1.2 Embedded Image processing

An embedded system is a small computer which is embedded with in an integrated circuit. Such systems are designed to perform a specific tasks. Embedded systems which are designed to carry out image processing operations are known as Embedded Imaging Systems[1]. Most common example for such a system is a digital camera. Here the pre-processing, and compression of the image is done using micro controllers. Generally, the embedded image processing systems are time critical in nature. Such systems are known as Real-Time systems. In other words, real-time systems demands response with in a specified time, other wise the system is considered to be failed. An example for such a system is , one used to determine the area for crash landing of an unmanned areal vehicle(UAV), using passive sensors(Camera) .During crash landing, the UAV has to quickly search for a suitable premiss, and should make a decision. Such an application demands very high speed execution of image processing algorithms. In such applications, FPGA’s can effectively replace embedded controllers.

A micro-controller or a dsp processor, executes algorithm sequences sequentially. The instructions will be fetched, decoded and executed. In advanced controllers, the fetching decoding and execution will be done in a pipe-line. This is shown in figure1.1. Super scalar architectures implements instruction level parallelism. The concept is similar to a pipe lined architecture. In a single clock cycle, multiple instruction will be executed using redundant functional units with in a single processor. In super scalar architecture, multiple instructions need not be in different stages, like that in a pipe-lined CPU (central processing unit). Using such advanced architectures, the overall execution speed of an algorithm can be improved by a small fraction. In-order to achieve significant acceleration, different algorithm sequences has to be executed in parallel.
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1.3 Motivations for Hardware Image Processing

As explained in the previous section, a micro-controller/dsp processor executes algorithm sequences sequentially. If multiple hardware circuits can be designed to carry out different algorithm sequences in parallel, there will be considerable increase in overall execution speed. Suppose a system has to be designed such that the brightness of the incoming frames has to be increased. Brightness of an image can be increased by multiplying each pixel gray level with a constant $\alpha$, and then adding a gain constant $\beta$ to it as in equation 1.1

$$g(i, j) = f(i, j) \times \alpha + \beta$$  \hspace{1cm} (1.1)

In a typical micro-controller/dsp processor based design, this will involve storing the frames in a buffer, and then performing the operations mentioned in equation 1.1 to each pixel gray level, in a loop. Suppose each addition instruction takes 12 clock cycle, and each multiplication instruction takes 36 clock cycle, then total number of clock cycles required to process one pixel will be 48. If the incoming frames are of size $100 \times 100$, then such a design will need $100 \times 100 \times 48$ clock cycles to process the entire frame. Now suppose, there are 10000 adder and multiplier circuits, one cosponsoring...
to each pixel. In such a design, all the pixels can be processed in parallel. Thus total operation can be implemented in just two clock cycles. In principle, such a system will be 12000 times faster than that of a micro controller/dsp processor based system. In actual designs, algorithm will be divided in to parallel blocks and will be executed simultaneously. In a nutshell, the significant increase in processing speed is the major motivation behind hardware image processing. If the processing time is less, the power consumption also will be reduced. Hence it can be concluded that hardware image processing systems give better performance in time critical applications. In the current scenario, most of the image processing algorithms are running in a sequential environment. Hence a research in FPGA based image processing has grater significance and scope in time critical applications.

1.4 Parallelism

Most of the image processing algorithms have inherent parallelism in them. The processing speed can be improved by executing the sequences concurrently. In principle, all the algorithm sequences can be implemented in a separate processor. But if each step depends on previous algorithm sequences, the processors will have to wait for the results from previous stages. Thus the reduction in response time of the system will be very little. For practical implementations in a parallel architecture, algorithm should have significant number of parallel operations. This is Known as Amdahl’s law [1]. Let ‘s’ be the proportion of total number sequences in an algorithm, that has to be executed sequentially. Let ‘p’ be the proportion of the algorithm that can be executed in parallel, using N different processors. Then the best possible speed up that can be obtained is given by equation1.2 [1]

\[
Speedup \leq \frac{s + p}{s + \frac{p}{N}} = \frac{N}{1 + (N - 1)s}
\]  

(1.2)

The equality can only be achieved if there are no additional overhead like communication, introduced as a result of conversion of sequential algorithm to a parallel one. In practical scenario, the actual speed up will be always less than the number of processors N. As N increases, the execution speed also increases.
Ideally, if $N$ tends to infinity, the overall execution speed of the algorithm depends solely on the proportion of the algorithms, that has to be executed sequentially. This is given in equation 1.3[1]

\[
\lim_{N \to \infty} \text{Speedup} = \frac{1}{s}
\]  

(1.3)

Thus to achieve significant speed-up, the proportion of algorithms which can be executed in parallel should be more. Most of the image processing algorithms are parallel in nature.

### 1.5 Why FPGA

An FPGA based design is inherently parallel in nature. Different algorithm sequences will be mapped to different hardware modules in a FPGA, which operates concurrently. The main reasons for choosing FPGA as an embedded image processing platform are as given below.

- Parallel operation
- Speed of execution
- Flexibility
- Low power design

#### 1.5.1 Parallel operation

An embedded imaging algorithm can be implemented either using a microcontroller/dsp-processor or using a FPGA. A micro controller is a mini computer embedded in a chip, which does a specific task. The hex format instructions which are burned in to the chip will be executed sequentially and will be decoded to control signals, to perform the required task.

From an outer perspective FPGA is a collection of logic elements which can be electrically re wired. FPGA implements an application by developing separate hardware for each functionality and hence such designs are inherently...
parallel\cite{8}. Each instructions that the programmer enters will be mapped in to a separate hardware component. Thus, such a design is suitable in those image processing algorithms, which has significant amount of parallelism in them.

1.5.2 Speed of execution

Due to parallel nature of FPGA’s, the execution speed\cite{8} will be considerably increased. In practical applications, the image will be partitioned in to different sub blocks and then each block will be processed in parallel. This will speed up the over all algorithm. The total number of processor will be equal to number of parallel blocks.

1.5.3 Flexibility

An FPGA based system provides full programming flexibility\cite{8}. Current FPGAs have sufficient logic resources to implement even complex applications in a single chip. Modern FPGA based systems will adaptively reconfigure according to the different operating environments. Hence FPGA based systems are inherently flexible.

1.5.4 Low power design

An FPGA based circuit implements several operations in one clock cycle simultaneously. This allow clock speed to be lowered significantly. In fact there will be a reduction in clock speed over a serial processor of the magnitude of 2 or more. Reduction in clock speed corresponds to reduction in dynamic power consumption\cite{8} of the system. Thus hence FPGA based design facilitates a low power design.

1.6 Selection of an FPGA board

Many manufacturers sell several FPGA development boards and evaluation boards. In particular, most boards provide some form of external memory and
some means of interfacing with a host computer. Since image processing involves large amount of parallel data manipulation, such systems should have largest possible FPGA. Basic minimum requirements of an FPGA kit which can be used for embedded image processing are[2]

- A codec to decode the composite video signal in to its color components and to digitize it (common interface includes USB camera link etc.).
- Some method to display the result of image processing.
- The system must have sufficient memory to buffer one or more frames of video data.

The above requirements are very general, and the selection of a particular board is application dependent. The basic specifications that one has to look at while going for an FPGA board are

- Number of pins for peripheral connections(Number of multi standard pins)
- Logic Density
  - This indicates the number of logic cells in side an FPGA. The capacity of an FPGA is specified in terms of number of logic cells.
- Dedicated carry logic, dedicated pipe-lined multipliers, etc to increase the execution speed
- Amount of physical memory (Distributed and Fast block ram)
- DCM (Digital Clock Manager) clock frequency range, is another parameter for applications that demands high frame rate
- Availability of an embedded controller for processing serial parts of the algorithms, and for video acquisition
- Cost and availability of support

All the above parameters are not important in all designs. But a complicated image processing system typically makes use of all the above facilities. Thus careful selection hardware is a vital step in any FPGA based real-time design.
1.7 Problem Statement

The objective of this project is to develop a hardware architecture to implement video edge detection algorithm. The work will be focussed on image processing operations over a single frame, which can be easily extended to multiple frames. The architectures should be developed with an aim to implement it in Zynq - 7000 SOC (System on Chip) FPGA board. The specifications of the targeted IP core are given below. The schematic description of the overall problem is given in figure 1.2.

![Overall system model](image)

**Figure 1.2: Overall system model**

1.7.1 System Functionality

The developed hardware system should be able to capture continuous video stream from a digital camera and should be able to process it to detect edges in each frame. The threshold value to detect edges should be adaptively computed for each frame. The system should display the processed frames on a display device with detected edges distinguished with white color. In the simulation
environment a model should be developed, to simulate the functionality of a
digital camera (Acquisition System). The image data should be converted in to
signals, that are identical to the signals from a digital camera. FPGA based im-
age processing module should be simulated in software platform. This module
should accept inputs from the simulation model of acquisition system, should
produce the edge detected frame, and should display it in image/video format
in a Graphical User Interface (GUI). The GUI should allow users to analyse the
output wave forms and data flow.

1.7.2 System Performance

The performance of the system is evaluated by the number of frames the system
can process per second. The targeted performance is 50 frames per second for
256 × 256 frames, which is far above the frame rate that can be obtained in a
sequential environment like Matlab (In Matlab it is 10 to 12 frames per second).
The clock speed of the system has to be designed according to the targeted
system speed. Pipe-lining method will be adopted to achieve higher speeds,
at comparatively lower clock speeds[11]. Another important measurement of
system performance is system latency. It is the difference between the time
at which pixels are fed in to the system and and time at which a completely
processed pixels are obtained at the output. The system is expected to have a
latency less than 0.009 seconds.

1.7.3 Operating Environment

In principle, the system should be able to detect edges in all conditions. But due
to time constraints of the project the operating environment is fixed at natural
day light conditions. A good constant light is assumed and the pre-processing
modules to compensate for bad light will not be implemented as a part of this
project.

1.7.4 Targeted Hardware Platform

The targeted hardware platform is Zynq-7000-SOC FPGA Evaluation board.
This board has a in built video acquisition system (VITA 2000 Image sensor),
and dedicated IP cores to acquire frames to main memory. The board has a physical memory of 1 GB, which is sufficient for most of the image processing applications. The board has an inbuilt HDMI (High Definition Media Interface) Codec (Coder Decoder) which can be utilized for HD (High Definition) display of processed outputs. In this project, the inbuilt video acquisition and arm processor will be made use of to detect the edges.

### 1.8 Implementation Strategy

The overall project is split into four phases as in figure 1.3. In the first phase, the system functionality and performance parameters were established. Literature on standard embedded imaging techniques (Chapter 2) was conducted. Furthermore, a study on FPGA and its application in embedded image processing was carried out. The embedded image processing techniques (Chapter 2), to realize the performance parameters were identified and shortlisted in this phase. Exceptional cases in which the system fails, were identified and documented.
The second and third phase will be carried out in parallel. In the second phase, the image processing algorithm was selected. The sequences of algorithm that can be converted into parallel were estimated (Chapter 4). Based on this estimation, FPGA system architecture was selected (Chapter 2). At this stage a comparative study was carried out to estimate the speed up achieved by parallel processing.

The next phase is FPGA architecture selection. This was done in parallel with the phase two. Based on the parallel algorithm developed, suitable FPGA system architecture (Chapter 2) was selected. Thereafter, the FPGA computational architecture (Chapter 2) was selected based on the established system performance measurements. Next step in this phase was to select the FPGA mapping techniques (Chapter 2) so as to meet the timing and bandwidth constraints.

The last phase of the project is system implementation and simulation. The overall architecture was be implemented in VHDL, and was simulated using ModelSim and Xilinx ISE (Chapter 4). A test bench was developed, to model the image acquisition system and this model sourced the actual edge detection architecture (Chapter 3). A detailed system testing was carried out in this phase and the variations from the expected results were mitigated in each iteration. Moreover, a new software platform was developed to effectively simulate the overall FPGA architecture (Chapter 5). The new simulator will show the result in image format, unlike the traditional VHDL simulators like modelsim and Xilinx ISE.
CHAPTER 2

Background on Embedded Image Processing

2.1 Introduction

An image processing algorithm implemented in an embedded platform is known as embedded image processing. There are two types of embedded image processing systems: hardware and software based. Hardware embedded systems are relatively faster and mostly designed using an FPGA. Since FPGA’s are reconfigurable, the same flexibility to that of a software-based embedded system with an improved speed can be achieved, but at the expense of increased cost and difficulty level in system design. This chapter briefly describes the general properties of an embedded imaging system.

2.2 Embedded Imaging Techniques

2.2.1 Real-time System

A real-time system[1] is one in which the response to an event must occur within a time limit, otherwise the system is considered to have failed. From an Image processing perspective, a real-time imaging system is one that acquires images, processes those images to produce some results, and then utilizes these results for further processing. The response to the event should occur within in
the specified time. The examples are Robot vision system, in which captured images will be analyzed to find out obstacles in its path.

Real-time systems are categorized into two types: hard and soft real time. In a hard real-time system, the system is considered to be failed if the response doesn’t happen within the specified time. The crash landing of an unnamed aerial vehicle is an example. If the landing site is not determined within a specified time, the system is considered to be failed. On the other hand, a soft real-time system is one in which the system will not be completely failed, even if the responses are late. An example is video transmission via the internet. If a frame is delayed or not decoded properly then it will exacerbate the quality of the video.

2.2.2 Performance Measurements of a Real-Time System

2.2.2.1 System Latency

In simple words latency[1] of an embedded imaging system is the difference between the time at which a pixel is read and the time at which it is displayed after internal processing. Lesser the latency the better the system is. One method to improve the latency is to increase the system clock speed. But this would result in larger power consumption. Another and most efficient method is to implement a multi-stage pipeline. A pipeline is a collection of parallel hardware units, which simultaneously processes different pixels at the same time.

2.2.2.2 System Throughput

The system throughput is synonymous to system bandwidth. From the perspective of an embedded imaging system, system throughput is the number of pixels processed in a single clock pulse. More than one pixel operation will demand more time, and lesser clock speed. This will reduce overall system speed, but the throughput will be increased. Increased system throughput can be achieved through multi-stage pipeline designs (Chapter 5). In such designs, while the current pixels is in its last processing stage, the previous ones might be in the penultimate stage. Thus the number of pixels processed in a single clock
cycle will depend on the number of pipe-line stages. The individual pipe-line stages should possess equal timings, to achieve maximum throughput.

2.2.2.3 System Bandwidth

System band width is defined as the total memory usage of the system in one clock cycle. In embedded imaging systems, frames will be stored in a buffer. The pixels will be accessed from this main memory, and will be processed and written back in to the memory. Such a system will have frequent memory accesses to fetch a single pixel, and to write back the processed pixel. Frequent memory access will create pixel bottlenecks, and will increase the system latency. High system band width will adversely affect the system efficiency. The system band width can be optimized using cache memories. The pixels can be fetched as packets of four or eight, and can be stored in cache memories. Access of cache memories are faster than that of main memories like block ram.

2.2.3 Serial Vs Parallel Processing

Sequential image processing platforms are based on serial computer architecture. Such a serial processor operates by fetching the instructions sequentially, and by decoding it in to arithmetic and logic operations. This task will be performed by the ALU (Arithmetic Logic Unit). The rest of the CPU (central processing unit) feed ALU with necessary data. A compiler will compile the algorithm in to sequence of instructions, and these instructions will be decoded by the CPU (Central Processing Unit) and ALU during each clock cycle. The basic operation of the CPU is therefore to fetch an instruction from memory, decode the instruction to determine the operation to perform, and execute the instruction.

An image processing algorithm consists of a sequence of image processing operations. This is a form of temporal parallelism. This parallel nature can be utilized with a pipe-lined multiple processor architecture as shown below in the figure 2.1. The data passes through each processor while it proceeds. In other words each processor applies its operations on the data and passes it to next stage. Considerable amount of acceleration can be achieved if processors
don’t have to wait for the input from any other stages. If the algorithm has significant amount of sequential operations, one processor will have to wait for the result of other. This will incur additional communication overhead. However, the system throughput can improve since the first processor is processing data while a part of the data is being processed in the second processor. Data will be sent to the output device, before the completion of total operations, to reduce the system latency.

\[\text{\textbf{FIGURE 2.1: A processor array used to execute operations in parallel}}\]

### 2.2.4 Conversion of serial Algorithms to Parallel

An algorithm can be implemented in a massively parallel architecture, only if it has significant amount of sequences that can be executed in parallel. Algorithm sequences which has inter dependencies, will create bottle necks and additional communication overhead. Thus it is important to convert all possible sequential algorithm sequences in to parallel ones. Once the parallel sequences are identified, each sequence will be mapped to a hardware architecture/circuit. This process will be repeated for all the identified parallel processes. In the next step, these mapped sub-circuits will be integrated, and the miscellaneous communication overhead between each sub-circuit will be investigated. Aggregation of all individual circuit will collectively produce the desired result.

After establishing the overall architecture for parallel sequences of the algorithm, next stage will be the design of sequential part. Here the communication over head between the parallel blocks will be estimated. The communication channel and protocol between parallel and sequential processors will be designed. A detailed description such techniques are presented in chapter\textsuperscript{5}. The integration between the parallel and sequential processors is critical. There will be stealth interactions between two modules, which were not identified during
the initial stages. These faults should be mitigated iteratively. Rigorous integration testing is essential in each iteration.

2.2.5 Resource Vs Speed

In an FPGA based design, the availability of resource is a key factor. FPGA resources are specified in terms of logic density. It indicates the number of logic cells inside an FPGA. The more the resources, higher will be the speed. Moreover, if the selected board has dedicated carry logic, pipe-lined multipliers and ALUs, the execution speed will be further improved. The improved speed comes with high cost. The high-end FPGAs with advanced resources, are highly expensive. Hence a trade-off between the cost and speed will have to be maintained.

2.2.6 System Band-width Vs Resources

In an embedded image processing design, high system band width will lead to increased system latency, and hence will create pixel bottle necks. The system band width can be minimized, if the the high speed memory resources in an FPGA are sufficiently high. A large cache memory will considerably reduce the number of frequent access to main memories, and will save the system band width. A design with cache memories to hold both data and results is highly efficient.

2.2.7 Band width Vs Speed

The system band width and speed of operation are inversely proportional to each other. Higher bandwidth will result in higher system latency and the system will be sluggish. System speed can be improved by increasing the clock speed. But the clock speed should be synchronized with the incoming data stream, other wise data will be lost. Furthermore, the clock speed should be sufficient to complete a pixel operation in a single stage of a multi stage pipeline design.
2.3 FPGA System Architectures

An FPGA system architecture defines the overall structure of the system, that is going to be implemented. The selection of this architecture depends on the proportion of sequences in an algorithm that can be executed in parallel. At the architecture selection stage of a project, available FPGA system architectures should be short listed.

2.3.1 Standalone architecture

In this architecture the entire application is implemented using an FPGA based parallel processor[1]. Several hardware blocks will execute different sequences of the algorithm concurrently. The maximum benefit can be extracted if the significant portion of the algorithm can be executed in parallel. Such architectures provides maximum speed of operation and higher efficiency. In general such architectures are known as massively parallel architecture. This project is implemented in a stand alone massively parallel architecture.

2.3.2 Co-processor architecture

In complicated image processing algorithms, there will be sequences, which will have to wait for the execution of previous or future sequences. If such sequential operations are implemented using a parallel processor, it will exacerbate situation because of the communication overhead. In these scenarios a co-processor architecture[1] can be utilized. Major chunk of the algorithm will be executed by parallel processor and the sequential part will be implemented in a serial processor. Proper communication protocol has to be defined between two processors. Parallel processor will be an FPGA based processor and generally the sequential processor will be micro-controller based.
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### 2.3.3 Hardware Accelerator

This architecture can be utilized when most of the algorithm sequences has inter-dependencies[1]. As a result, most of the sequences will have to be executed sequentially. In this kind of designs, a sequential processor will do the major chunk of algorithm and some operations which can be executed in parallel will be fed to parallel processor. The communication overhead between parallel and serial processors should be properly addressed. Best example of such an architecture is floating point processor associated with high end processors. The complex floating point arithmetic operations will be executed by a dedicated processor, and the result will be passed on to a cache memory, which will be shared between both the processors (serial and parallel).

### 2.3.4 Hybrid processing

This architecture is similar to a co-processor architecture except the fact that the algorithm load will be equally shared between the serial and parallel processors. This architecture can be utilized in situations where only inner most loops of a sequential algorithm can be executed in parallel.[1].

### 2.4 FPGA Computational Architectures

The computational architecture defines how the computational aspects of the algorithm are implemented. In other words it describes how each image processing operations are performed inside an FPGA. The selection of computational architectures are application dependent. The incoming data rate, inter dependencies in algorithm sequences, system architecture of an FPGA, available resources etc. are some key parameters that has to be considered while selecting computational architectures.

#### 2.4.1 Stream Processing

In any embedded vision application, the data is captured using a digital camera. One method to process the incoming frames are to store them in a frame buffer
and then process each frame in parallel. But in this case the number of memory access will be large and consequently the response time will increase. If the pixels do not have dependency with previous one, they can be processed on the fly. In other words the pixels can be processed while they are being read from the camera. This processing is known as stream processing[1]. To reduce the response time, maximum processing has to be done while streaming the image. A pictorial representation of stream processing is given figure2.2.

![Figure 2.2: Stream line processing](image)

One of the main disadvantages of stream processing is fixed clock rate. The clock rate is constrained by the input frame rate. If the clock rate is slower than the input frame speed, several frames will be lost. System latency will be minimum in stream processing.

### 2.4.2 Systolic arrays

A systolic array is a one or 2 dimensional array of processors, in which data will be processed at the time of streaming, and will be passed between adjacent processors. A systolic array[7] differs from stream processing in the direction of data flow. In the later it is unidirectional, whereas in the former data can be moved in both the directions. Thus if a preceding pixel has any dependency on the current pixel, it will be fed back to the previous processor stage. Compared to the stream processing, the communication overhead is large because of the feedback involved. The operations will be performed in each clock cycle. This kind of architecture is mostly used in object detection and tracking applications. The figure2.3 shows a pictorial description of systolic arrays[11].
2.4.3 Random Access Processing

In a random access processing\cite{2} method, the pixels can be accessed anywhere from the frame. To achieve this, a frame buffer should be implemented. The incoming frames will be accumulated in the buffer and any pixels form this buffer may be processed randomly. This kind of architecture is useful when algorithm has significant portion of sequences, which cannot be executed in parallel. This kind of processing is equivalent to a sequential data processing. One of the added advantages is that there will not be any hard constraint on the system clock as in the case of stream processing. But system latency will be more, due to frequent and large number of memory access.

Data parallelism can be achieved by partitioning different parts of the image to separate processors. This needs multiple copies of the hardware block, corresponding to each image part. Each part of the image will be in the local buffer of its corresponding hardware block. Implementation of parallelism in random access processing is shown in figure\ref{fig:parallel_random_access}. In this example the frame is divided in to four parts.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{parallel_random_access.png}
\caption{Computational architecture using systolic arrays}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{parallel_random_access.png}
\caption{Example of parallel processing using random access architecture}
\end{figure}
2.5 FPGA Mapping Techniques

FPGA mapping techniques describes how efficiently each image processing operations are mapped on to FPGA resources. In other words, these are the standard techniques adopted to achieve desired system performance in terms of speed, memory and resources. During the architecture selection phase of the project, a detailed list of constraints and method to improve the system efficiency will be short-listed. Three major constraints has to be addressed, while mapping sequential algorithm sequences in to an FPGA. These are:

- Time constraints
- Bandwidth Constraints
- Resource constraints

The resource utilization depends on the efficiency of the design. It has to be taken care at the logic design level. Following sections describes standard techniques used to address first two constraints.

2.5.1 Time constraints

In real-time applications incoming data rate is one of the major constraint. The data processing has to be done at pixel rate or faster to prevent the data lose. Low level pipe-lining[7] is one of the technique used to overcome this difficulty.

2.5.1.1 Pipe-lining

Pipe-lining splits an operation in to smaller stages, and completes the operation in several stages[3] [1]. As a result the propagation delay in a single stage or the delay in a single clock cycle will be reduced. Since only a portion of the operation is implemented in a single clock cycle, the over all clock speed can be increased. Thus to complete one operation, more than one cycle will be needed. If this hardware is duplicated, multiple pixels can be processed at a time. The number of pixels that can be processed simultaneously depends on the total
As an example consider the below equation.

\[
y = ax^2 + bx + c \\
= (a \times x + b) \times x + c
\]  

(2.1)

The above equations can be implemented using one, two and four stage pipes as shown in 2.5. But the optimum latency can be achieved by a 2 stage pipe as it improves the system throughput. In figure 2.5, the two stage pipeline is most efficient. This is because the addition and multiplication operations are evenly distributed between two stages. In the case of four stage pipeline, stages one and three has multiplication operations, whereas stages two and four has addition operations. A multiplication operation need more time than an addition operation. In other words, distribution of stage timing is not even. This will generate imbalance, and will increase the system latency. This effect can be mitigated by re-timing the sequences. In this technique, a part of multiplication operation from stage one will be completed in stage two. So proper selection of number of pipe-line stages is most important in FPGA designs.

2.5.1.2 Process synchronization

If all of the external events driving the system follows a specific pattern and if the processing time or latency is evenly distributed among the operations, then global scheduling[1] can be used. This can be accomplished by using a global event counter[1] which synchronizes and schedules the events, as shown in Figure 2.6. The various operations are then scheduled by determining when each operation requires its data and matching the count.

2.5.2 Band width constraints

The incoming frames should be partially or completely stored in most of the image processing operations. Current FPGA systems have large off chip memory resources. But the inefficient use of these resources will lead to a poor system
Figure 2.5: Pipe-lining example. Top: Performing the clock cycle in one stage; middle: implementation using a two-stage pipeline; bottom: Spreading the calculation over four stages.[1]

Figure 2.6: Synchronization of events using global scheduling
design. If the system off-chip memory is frequently used, it will affect the response time of the system as well as system latency. Techniques used to mitigate memory constraints are summarized in below sections.

2.5.2.1 Double buffering

Double buffering[1] is used in FPGA mapping to reduce number of memory operations. It is used between two successive image processing operations to avoid the bottle neck, when using a shared memory. This technique is mostly used with pipe lining or with random access processing. Data will be processed on the fly, and will be loaded to buffer for random access processing. This technique fits exactly in between the steam and random access processing path. It uses two connected memory banks, as shown in Figure 2.7. The upstream process captures data from input and writes one of the memory banks. Downstream process reads the data in parallel from the other bank and displays it. When the frame is complete, the role of the two banks will be reversed, so that the data just uploaded by the upstream will be now available for the downstream process. Consequently one frame period will be added to system latency.

![Double Buffering Diagram](image)

**Figure 2.7: Double Buffering**

2.5.2.2 Cache Memory

A cache memory[7] is a high speed memory located close to the processor, which holds most frequently used data or results of the previous operations.
It acts as a high speed buffer. The advantage of such memory is that the data access will be considerably faster compared to off chip memories, and hence the response time will be considerably improved.

On an FPGA, a cache can be used to improve the system latency. In most of the designs each processing element will be accompanied with a cache memory. Hence the system band width will be considerably reduced. In some configurations there will be a data cache and result cache to store normal data and the computed results. In some applications, the cache is placed beside the processor and the main memory, as shown in 2.8, with accesses made to the cache rather than the memory.

![Figure 2.8: Caching as an interface to memory](image)

### 2.5.2.3 Row buffering

One of the method in which caching is implemented in image processing operations is row buffering[1]. Consider 3×3 window filter as in figure2.9—each output pixel is a function of 8 neighbouring pixel in the window. In normal implementation each pixel should be sequentially read from off chip memory to calculate the current pixel value (each clock cycle for stream processing) and each pixel must be read nine times as the window slides through the image. To reduce the number of memory accesses, each pixel which are required in successive clock cycles can be buffered in a register and those can be accessed from the buffer. In row buffering the pixels that has to be accessed from the previous 2 rows will be buffered. This is explained in the figure 2.10. A 3×3 filter
spans three rows, the current row and two previous rows; so two row buffers are necessary to cache the pixels of previous rows. This is pictorially explained in figure 2.10

2.5.3 Summary

Selection of the FPGA mapping technique is application dependent. A subset of the available techniques should be selected and used appropriately in all the designs. The selection of mapping technique is done at the design stage of the process. Some times to achieve, higher efficiency a combination of all these techniques will be used (Hybrid techniques). Complex image processing operations make use of hybrid techniques.
CHAPTER 3

Design Of A VHDL Test-bench For Real-time Image Processing

3.1 Introduction

A real-time [2] system is one in which the response for an input or an event should occur within a predefined time limit, else the system is considered to be filed. From an image processing perspective the real-time system should process the incoming frames and produce or extract the desired features within the specified time limit. To achieve maximum performance, the real-time image processing systems are designed as hardware systems, in which the parallelism is well exploited.

3.2 Motivation for the Test-Bench

Before implementing a real-time system, its validation in a software platform is a necessity. This validation can serve as a proof of concept, in earlier stages of the design. Moreover, if the validation is done after the hardware implementation, it will be very difficult to trace back the design and identify the exact problems if there are any. Another problem with direct hardware implementation is the time, effort and cost incurred while tracing back through design.
Hence in a nutshell a hardware implementation of a real-time system without proper validation in a simulation environment will make the design inefficient and cumbersome.

Having developed the motivation for validation of a real-time design before hardware implementation, the next objective is to develop a generic software model for the simulation. Hence a software model to simulate the FPGA based image processing designs was developed. In particular, a software model was designed to simulate a video acquisition system. This model sources the actual edge detection processor.

### 3.3 A Real-time Video Processing System

The block diagram of a real-time video processing system is shown in figure 3.1a. The video will be captured by the image sensor inside the camera. A video intellectual property (IP) core, which may be a soft-core sequential processor or a micro-controller, will pre-process this video and will store the frames in a buffer. The frame buffer can be a DDR3 random access memory (RAM). The video pre-processing may include color image filtering, conversion of color frames into gray level, smoothing of frames to reduce noise etc. The stored frames will be accessed by a main video processor which may be an FPGA based parallel processor, for further processing.

The purpose of the video processor can be any image processing operation like edge detection, face detection etc. The output of the processor will be again written back to the frame buffer. The same video core IP will act as a driver between external display and the frame buffer. The buffered frames will be then sent to the external device. The figure 3.1b shows a real-time video acquisition system [10] implemented in Zynq -7000 SOC (System on Chip) board. Here the frame buffer is a DDR3 RAM (Double Data rate type 3 random access memory), and is written through a DDR3 memory controller. The external device will be connected to HDMI port of the kit. The acquisition unit includes, a VITA -2000 image sensor and a LogiCORE™ IP video cores(A soft core processor) [10].

The objective of the design is to model the video acquisition system shown in figure 3.1a. Here the video acquisition system should include the camera and
the video core IP. The design developed [13] will generate signals similar to that of a video acquisition system.

### 3.4 Composite Video Signal

In order to simulate a camera module the characteristics of camera output signal has to be studied. A composite video signal[14] representing a single row of a frame from a camera is shown in figure 3.2. As the figure indicates the composite signal contains both the video as well as synchronization signals. At the end of each row a horizontal synchronous pulse will be generated, which will inform the following processor about an end of row event. At the end of each frame a vertical synchronous pulse will be generated. Putting in another words, a horizontal synchronous pulse will differentiate between different rows in a frame, where as a vertical synchronous pulse will differentiate between different frames. There are another class of synchronization pulses which are used to retrace from one end of the row to the beginning of the next row. In normal FPGA based image processing systems, this event can be ignored.

The simulation model of the video acquisition system should be able to generate a composite video signal at its output. The generated signal will be fed to the input of FPGA based parallel processor. In digital perspective, the signals will not be superimposed. The horizontal, vertical synchronous pulses and the data will be given as separate inputs to the processor as in figure 3.3.
3.5 VHDL as an Image Processing Platform

In an FPGA based real-time designs, the image processing algorithm should be coded in VHDL or any other hardware description language (HDL). Thus it is necessary to investigate about the image processing capabilities of HDL, in the early stages of the project. The hard ware description language used for this project will be very high speed IC hardware description language (VHDL)[8].

VHDL is a not a high level language and each instruction will map to a corresponding hardware component in an FPGA. So most of the image processing capabilities of VHDL can be extracted, if it is used as a platform in FPGA based design. An efficient VHDL design can boost up several sequential image processing algorithms in FPGA based systems.
On the other hand, the image processing capabilities of VHDL are not so great if it is used as a modelling platform in a sequential environment. This is because unlike the high-level languages, VHDL lacks an in-built codec which can decompress the image and read it. Moreover, as an HDL, it has limited addressing techniques like pointers.

These difficulties can be overcome through the clever usage of TEXT IO package, and 2D x 2D arrays. If the image can be provided as a text file to the input of a VHDL system, then using the above tools the image processing operations can be implemented and simulated.

### 3.6 Image Processing Test Bench

In a nutshell, a video processing test bench should be able to capture frames, should be able to generate a composite video signal and the clock pulse, and should be able to source a video processor. To implement such a test bench in VHDL, the video frames should be available as an input text file. Due to the inherent inability of VHDL to read an image, an external program which converts video frames to text format was developed. The same external program will reconstruct the image from output text file, generated by the VHDL module. The overall block diagram of the test bench [13] is as shown in figure 3.4.

![Block diagram of a video processing test bench](image)

**FIGURE 3.4:** Block diagram of a video processing test bench
3.6.1 Image to Hex-Image Converter

This is a Matlab program which converts the incoming video frames into hexadecimal image files. The video will be read into the Matlab environment and each row will be converted into hexadecimal format.

3.6.1.1 Hex-Image File

This image file will be generated by an external Matlab program. Each intensity value in the frames will be converted into hexadecimal values and stored as a continuous sequence of 2 characters. For example, the intensity value 8 will be stored as ‘08’ and the intensity value 255 will be stored as ‘FF’. In other words, the intensity values will be coded as ‘00’ to ‘FF’. At the end of each row, a ‘,’ character will be inserted. A ‘*’ character will be inserted at the end of each frame. This coding scheme is shown in Figure 3.5.

![Intensity Values](image)

**Figure 3.5:** Coding scheme of a hex image file for a 256 x 256 Lena image is shown in Figure 3.6. The hex-image file is shown in a graphical user interface (GUI) that was developed as a part of the project.
3.6.2 VHDL Camera Module

This is a program written in VHDL. The programs were developed in XILINX ISE 14.2 and ModelSim 10.2c platforms. This program reads the input hex image file sequentially and then converts the hexadecimal values in to a standard logic vector data type of 8 bit length. Moreover, the program generates the clock pulse required for the operation of following FPGA processor and display driver.

Every 100ns the clock pulse will toggle its state. On the rising edge of the clock pulse the program will read a character from the input file. Program then checks for ‘,’ and if encountered, it generates a horizontal synchronous pulse which is of 100ns in duration. If a ‘*’ character is encountered, program will generate a vertical synchronous pulse signal which will be of 1 clock pulse duration. If the program encounters a valid hexadecimal character, it will be converted in to a standard logic signal of 4 bit length. The next character will be read from the file to produce lower 4 bits of the intensity value under process. A combination of two characters represents a pixel intensity level in the image. The detailed flow chart of the VHDL camera module is shown in figure 3.7.
3.6.3 VHDL Display Module

This module does the reverse process of camera module. It accepts clock, data and synchronization signals as its input and generate hex mage file from them. On the rising edge of the clock pulse the program will check for synchronization pulses. Upon detection of them, they will be converted to either a ‘,’ or a ‘*’ symbol, depending on whether the vertical or horizontal synchronous pulse is high. The data signal which is in standard logic vector will be converted in to hexadecimal values and will be stored in hex image file. The algorithm for display module is a shown in figure 3.8

3.6.4 Test Bench Output Signals

The main output signals of VHDL camera module are:

- A clock pulse
- Horizontal synchronous pulse
- Vertical synchronous pulse
- Data valid signal
The simulation results are shown in figure 3.9. The simulation was carried out in XILINX ISE 14.2 platform.

<table>
<thead>
<tr>
<th>Signal Variable</th>
<th>Signal Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>clk</td>
<td>Clock Pulse</td>
</tr>
<tr>
<td>vid_in</td>
<td>Data Signal</td>
</tr>
<tr>
<td>hor_sync</td>
<td>Horizontal Synchronous Pulse</td>
</tr>
<tr>
<td>val_flag</td>
<td>Data Valid Signal</td>
</tr>
<tr>
<td>vert_sync</td>
<td>Vertical Synchronous Pulse</td>
</tr>
</tbody>
</table>

**FIGURE 3.8:** Algorithm to generate hex image file from composite video signal

**FIGURE 3.9:** Simulation of composite video signal using VHDL camera module

### 3.6.4.1 Clock Pulse

By default clock pulse is designed to toggle its state in every 100ns. As the application demands, this value can be modified to meet the specifications. All
other events in camera, display and video processor module will be synchronized with this clock pulse. The signal shown in red color in the simulation results (Figure 3.9) is the generated clock pulse.

### 3.6.4.2 Horizontal Synchronous Pulse

When the VHDL module detects an end of row event it will generate a horizontal synchronous pulse. This signal is shown is in blue color in figure 3.9. The total number of horizontal synchronous pulse will be equal to total number of rows in the frame.

### 3.6.4.3 Vertical Synchronous Pulse

This signal is shown in green color in figure 3.9. The signal will go high at the end of each frame. Total number of vertical synchronous pulses will be equal to total number of frames in one second. The system will be reset after the completion of each frame.

### 3.6.4.4 Data Signal

This is the video data signal. The data in standard logic vector format, will be sent to the video processor. The data is of 8 bit length 3.9. The display module will receive similar kind of data signal and will be converted in to hex format.

### 3.6.4.5 Data valid signal

This signal informs the following processor about the status of data signal. If this signal is low the processor will treat the incoming data signal as invalid. This signal will go low, if either of the horizontal or vertical synchronous pulses are high. Signal is shown in yellow color in the figure 3.9. As long as horizontal/vertical synchronous pulses are high, data valid signal will be low. Furthermore, this signal is used to indicate junk data from main processor.
3.7 Summary

In an FPGA based real-time design, a simulation platform is necessary for validation. Such a system provides an easy method to detect and debug the errors and to optimize the existing design. Hence a test-bench which simulates a real-time video acquisition system was developed and simulated. This test bench can be used for any general purpose video processing designs. The system parameters like clock speed should be modified for specific applications.
CHAPTER 4

Real-time Video Edge Detection System Design

4.1 Introduction

The necessity of a video processing test bench, its design and simulation were the topics covered in chapter 3. This chapter describes the design of a real time video processing edge detection system which make use of the test bench developed in chapter 3. The design and simulation was done for a single frame. This design can be extended to any number of frames.

The targeted system should acquire frames from an acquisition system and should detect edges in them. The system should be able to process 50 frames per second, which maps to a processing time of 0.025 seconds per frame. Moreover, the system will be designed for 480 × 640 resolution frames, but the experiments and result will be shown on a 256 × 256 frame. By the selection of appropriate clock speed, the above constraints can be met. As discussed in chapter 3, the test bench will convert the incoming video into a virtual composite video signals, and will feed the edge detection system. A general block diagram of the system is as shown in figure 4.1
4.2 Edge Detection

From an image processing point of view an edge is a sudden change in intensity. As in the case of a one dimensional signal, a sudden change is detected as either a maxima or a minima. Hence this sudden change can be detected by computing a derivative image and equating each intensity level to a predefined threshold. As an image is a two dimensional signal derivative has to be calculated along x and y direction. The resulting derivative image is a vector, in the sense it has both magnitude and direction[6]. In order to get an approximation of the edge just magnitude will be sufficient.

\[ D = \sqrt{D_x^2 + D_y^2} \]  

(4.1)

\[ \alpha(x, y) = \arctan\left(\frac{D_x}{D_y}\right) \]  

(4.2)

where

D= The derivative image  
\(D_x\) = Derivative along X direction  
\(D_y\) = Derivative along Y direction  
\(\alpha(x, y)\) = Phase image

The square root and squares are difficult to compute in an FPGA platform. Hence a better approximation of the equation 4.1 can be used as below [6]

\[ |D| = |D_x| + |D_y| \]  

(4.3)
Both equation 4.1 and equation 4.3 are monotonous, which means as the left part of the equations increases, the right part also increases monotonically. Hence the selection of equation 4.3 as an approximation to 4.1 can be justified.

Another edge detection approach is double derivative or laplacian[6] method. Compared to derivative method, a double derivative is more sensitive to an edge. But this approach is highly prone to external noise and hence the accuracy of the output will be less. A laplacian method may produce a double edge. Thus this method is just used as a localization technique to identify the location of the edge.

More advanced and complex algorithms like canny edge detectors gives better edge approximations. Canny edge detectors has considerable amount of sequential operations. Thus it will utilize much more resources, when implemented in hardware platform. Due to complexity of the algorithm, the frame rate and system latency will be affected, but the accuracy will be improved.

4.2.1 Digital Approximations of Gradient

As an image is a two dimensional digital signal, a digital approximation for derivatives has to be used. There are several available digital approximations to derivative operation. Some are listed below

- Sobel mask [6]
- Roberts mask[6]
- Prewit mask[6]

Any of the above mask will be convoluted with original image to produce the derivative pixel. In this design a SOBEL mask will be considered.

4.2.2 Sobel Operator

A SOBEL mask [6] is given in figure 4.2. The mask is designed by taking the difference between adjacent pixels. The central pixel is given a boost by 2 to get smoothing effect which will reduce the noise. To implement SOBEL mask
in FPGA, the amount of parallelism in this algorithm has to be identified. From the diagram it is clear that the partial products are independent of each other and can be computed in parallel. Each partial product will be computed by a dedicated hardware and will be added in parallel. Both the $D_x$ and $D_y$ can be computed in parallel.

A careful observation of the mask reveals that there is no need of a dedicated multiplier to implement the mask. Instead a multiplication by two can be carried out by a simple left shift\[?] and a multiplication by -1 can be carried out by a negation operation. Multiplication by a -2 shall be implemented by first negating the data and then left shifting it. Hence the mask can be implemented efficiently in a VHDL platform.
4.3 Architecture Selection/Parallel Algorithm Development

4.3.1 FPGA System Architecture Selection

Before going into the design of an FPGA based circuit, different system performance parameters has to be estimated. The first and foremost step is to select the FPGA system architecture. A SOBEL based edge detection algorithm has considerable amount of parallelism in it. The entire masking operations along ‘x’ and ‘y’ directions can be implemented in parallel. Thus to effectively utilize this parallelism, an architecture which is completely parallel in nature will be selected. A standalone FPGA architecture is the best choice for this design, as it is completely parallel. An in-depth description of FPGA system architectures can be obtained from chapter 2.

4.3.2 FPGA Computational Architecture Selection

In the next step FPGA memory (computational) architectures has to be selected. This design involves a buffers at both input and output, to store the incoming frames and derivative frames respectively. Hence the incoming pixels can not be processed on the fly. The best method to access data from a buffer is random access processing. At the same time, the path between input and out buffers are continuous. There is no need to intermittently store the data. Hence, stream processing can be utilized in this section. Thus in the whole design, a combination of stream and random access processing were used. Detailed descriptions about FPGA computational architectures can be obtained in chapter 2.

4.3.3 Selection of FPGA Mapping Techniques

Next stage is to identify the FPGA mapping techniques that can be used to achieve desired system performance. In this design, pipe-lining and caching has been used. A pip-line is implemented to accelerate the processing of the pixels. The SOBEL mask is implemented in a pipe-line. The pipe-line has three stages. The derivative pixel will be stored to the output cache memory in the
third stage. While the current pixel is being stored to output cache, the derivative of the next pixel will be calculated simultaneously in the second stage of the pipe. At the same time, a third pixel will be fetched in first stage of the pipe. This helps the system to process to more than one pixel in one clock cycle.

4.3.3.1 Selection of Cache Memory

Caching is implemented to improve memory bandwidth and system latency. Here a four pixel wide cache is set-up to avoid frequent reading of data from main memory. Basically to find out the derivative of a single pixel, nine neighbouring pixels are needed (3 rows of 3 pixels). But normally the size of cache memory is defined in powers of two. Hence a 4 pixel wide cache memory is setup to store one row. Three such memories are designed to store three neighbouring rows. In particular caching is implemented by row buffering technique. Detailed descriptions about FPGA mapping techniques are given in chapter 2.

4.4 Clock Speed and Data Bus Width

4.4.1 Selection of Clock Speed

The next step in the design is to identify the clock speed [3] and data bus width necessary for optimum performance. Clock speed defines the total system performance in terms of speed and the data bus width defines the total system bandwidth.

Suppose the incoming frames are $256 \times 256$ resolution. If the system has to process 50 frames per second then the clock speed will be calculated as

$$Clock \text{Speed} = 256 \times 256 \times 50 \text{Hz} \approx 3 \text{MHz}$$

The clock speed selected for this design is 10MHz.

The above calculation is done with an assumption that only one pixel will be processed in a single clock cycle. But a pipe-lined architecture process more than one pixel per clock cycle. Thus the clock speed can be reduced by a factor, which is proportional to the number of pixels proceed in one clock cycle. This
information is not directly accessible. Because in one clock cycle, none of the pixels are completely processed. A part of the the processing will be done in a clock cycle, but multiple pixels will be processed. Moreover, additional clock cycles, which will be required to flush the pipe-line at the end of each row, to begin the processing of new row will have to be considered. Another factor which influence the selection of clock speed is the operating speed of output device. In the simulation environment, the output is written in to a file, and if the file writing operation is slow, the data will have to wait in a buffer, which will increase the system latency in simulation environment.

4.4.2 Selection of Data Bus Width

To calculate the minimum data bus width we have to estimate the maximum size of the partial products. Normally image intensity values will be stored as eight bit. The partial product operation include a multiplication by 2 and then an addition operation. Hence maximum integer value that can be produced in partial product is \(255 \times 2 + 255 + 255 = 1020\) which need 10 bits to be represented [3]. If we include another bit for sign, the intermittent data bus width should be of atleast 11 bit.

4.5 Over all architecture

The over all architecture of the edge detection system is as shown in figure 4.3. The entire circuit can be divided in to four parts. The buffering part, indexing part, caching part and pipeline. The data from the test bench will be buffered in the internal frame buffer, with one pixel in every clock pulse. This data will be then routed to cache memory through appropriate control signals. To calculate a derivative pixel, eight neighbouring pixels has to be fetched from buffer. If eight read operation is performed for each result pixel, total system bandwidth utilization will be inefficient. Hence to compensate that, four pixels will be fetched at a time from the buffer and will be stored in a 4 byte cache. Four pixels of previous row, present row and next row will be buffered in to 3 different cache memories, with each memory has a size of 4 bytes. When the first row of buffer is full the test bench will generate a horizontal synchronous pulse and this will enable the data path between buffer and the cache
memory corresponding to present row (present row cache). In a similar way data will flow from buffer to the cache memories corresponding to current and next rows. The path from pipeline to the cache memory to hold the result pixels will not be enabled unless the input row cache memories are full, to avoid junk data at the result cache. When the result cache is full the 4 bytes will be written to result frame buffer and from there data will be sent to VHDL display module of the test bench. The sequence of events involved in data flow is shown in figure 4.4. A red line indicates enabled path and a green line indicates disabled path.

4.5.1 Buffering Section

The data flow in to the system begins from this block. The system need to access eight neighbouring rows to compute the derivative of a single pixel. Thus pixels can not be processed on the fly as the system has to wait for dependent pixels. Since the buffer is being filled sequentially, the minimum wait time for system will be the time till first three rows were fetched from test-bench. once the third horizontal synchronous pulse is received from the test bench, the data flow to the system will be begun. The fetching of other rows from the test bench will be continued, while the first three rows were being processed by the SOBEL processor. The buffered data will be in standard logic format. For further processing, this will be converted to unsigned format, because of the arithmetic
operations inside the SOBEL processor. The fetching of data will be continued till a vertical synchronous pulse is received from the test-bench.

### 4.5.2 Caching Section

The data fetched from the frame buffer will be stored in a group of three row cache [3]. Each cache memory can hold four pixels of data. The pixels from three consecutive rows will be fetched in to this cache. Cache memory accelerates the process by reducing the number of access to main memory. The data from cache will be then shifted serially in the pipe line for further processing. Each pixel in a frame is eight bit wide, providing an overall size of 32 bytes for each cache memory. A detailed descriptions of row buffering and caching are given in chapter2

### 4.5.3 Indexing Section

This section routes the data from frame buffer to respective cache memory. In an FPGA board, the acquired frames will be stored in the main memory. The embedded processor will give the starting address of the memory locations at
which the frames are stored. In order to avoid frequent access to main memory, four pixels will be fetched at a time. The four pixels corresponding to previous, present and next rows will be fetched in parallel. A counter will be incremented by four, up on fetching of every four pixels from the frame buffer. Hence to obtain next four pixels from previous row, the counter value will be added to the base address. The same theory is applicable for current and next row pixels. To obtain the next four pixels corresponding to the current row, the counter value, base address and total number of columns will be added together. Similarly for the next row pixels, the base address, counter value and the two times the number of columns will be added together to get the starting index of next four pixels. The operations are summarized below.

\[
\begin{align*}
    \text{PreviousRowAddress} &= \text{BaseIndex} + \text{CounterValue} \\
    \text{PreviousRowAddress} &= \text{BaseIndex} + \text{CounterValue} \\
    \text{NextRowIndex} &= \text{BaseIndex} + \text{CounterValue} + 2 \times \text{NumberOfColumns} \\
    \text{Counter} &= \text{Counter} + 1 \quad (4.5)
\end{align*}
\]

This way the indexing circuit maintains the continuity between the pixels being processed by the SOBEL processor and the pixels in the frame buffer. The conceptual diagram of the indexing circuit is shown in figure 4.5. The sequences of operations in indexing blocks are given in figure 4.6.
The SOBEL mask is implemented in the pipe-line[1] section. Pipe-line, generally called as pipe has $3 \times 3$ registers, with each register storing three pixels of previous, current and next row. Total size of internal registers in the pipeline is 12 bytes. The SOBEL masks along ‘x’ and ‘y’ directions are implemented as shown in figure 4.7 [3]. The derivatives along ‘x’ and ‘y’ directions will be computed in parallel with in the pipe. The pixels from corresponding row cache will be serially shifted in to the pipe’s internal registers. Here the coefficients of SOBEL masks will be stored in another register banks. The sums obtained by convolving along ‘x’ and ‘y’ directions will be computed in parallel and will be stored in $D_x$ and $D_y$ registers. In the next clock cycle the modulus value of this pixels will be calculated. This values will be stored in the $|D|$ register. This value will be written to result cache in the next clock cycle. While the modulus of current pixel is being calculated, the $D_x$ and $D_y$ sum of the next pixel will be processed. Also while the current pixel is being stored to the result cache, the modulus value of the next pixel will be computed. Thus the pipe has 3 stages. In first stage the $D_x$ and $D_y$ will be calculated, modulus will be calculated in the second stage and pixels will be stored in to result cache in the third stage. The overall pipeline architecture is shown in figure 4.7. The sequence of data flow in the pipe-line is shown in the below figure 4.8. The red square blocks indicate the pixel, and the red arrow indicate an enabled path. At the end of each row of input pixels, the pipeline will be flushed. This is being done to avoid junk data. After the flushing operation, the data path to the output cache
Figure 4.7: Pipe-line Circuit

Memory will be deactivated for 3 clock pulses. During these 3 clock pulses, the data from new row will be shifted in to the pipeline. After 3 clock pulses the pipe line will be full with new pixel data, and the path to output cache memory will be enabled.

The pipeline will be flushed at the end of frame as well. The result row will be written in to an output frame buffer. Four pixels in the result cache will be directed in to the output frame buffer using indexing circuits. The operation of indexing circuit at the output stage is similar to that of the input stage.

The derivative values from the output buffer will be fed to display module of the test-bench. In this module, the output composite signal will be converted in to hex-image file.
4.6 Simulation Results

The overall architecture explained above is simulated in Modelsim 10.2c student edition. A new software platform was developed to integrate test-bench and VHDL simulation under a common platform. The new simulator developed is named as realsim. The front end of the simulation was done in this software platform. A detailed description of the realsim software is given in chapter 5 and appendix i. The figure 4.9 shows the key simulation results in realsim. The figure 4.10 shows the key simulation results in Modelsim. The figure shows the binary wave forms of input and output images.

The description of key results are given below.
The developed hardware circuit took 0.019 seconds to detect the edges of a $256 \times 256$ frame at the clock speed of 10 MHz. The same simulation over a Matlab environment took 0.25 seconds. Thus the hardware design is 13 times faster than the traditional sequential environment. Considering the fact that, the hardware simulations were carried out in ModelSim student edition, which is 100 times slower than the business version[15], the actual hardware implementation will be several 10 times faster than the currently obtained result. The system latency achieved is 0.0065 seconds.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.9.png}
\caption{Simulation of FPGA based SOBEL edge detection architecture in realsim}
\end{figure}

4.7 Summary

In this chapter a real-time image edge detection architecture has been developed. The required system parameters has been estimated and the method of implementation was discussed in preceding sections. From the result obtained, it can be inferred that the parallel implementation of the image processing algorithms will be several ten times faster than the traditional sequential designs.
The improvement in speed comes with additional effort, cost and complexity associated with hardware designs. In real-time applications, FPGA based image processing designs has wider scope and significance.
Software Platform to Validate FPGA Based Real-Time Applications

5.1 Introduction

Testing is an inevitable part of any project. In a hardware design project, the simulation should be carried out in software platform, and its functionality should be tested against the objectives. It is a thump rule that if a design does not work in simulation environment, it will not work in hardware platforms as well. Thus each of the hardware module should be separately tested against its functionality and performance measurements. Apart from unit testing, integration testing of the hardware modules are also important as the stealth errors due to interaction between different modules will be manifested in this phase. From an image processing point of view, to carry out unit and integration testing, input and output should be visualized as an image, rather than binary waves. This idea led to the development of an new generic software platform for FPGA based image processing applications.

5.2 Motivation for New Simulation Environment

Traditional HDL simulators like Modelsim, Xilinx ISE etc. shows the simulation results in the form of binary waves. If the circuit complexity is less, it will not
be much difficult to decipher the binary waves. Most of the image processing operations are complex in nature and includes a large number of signals. Hence it will be extremely difficult to interpret the outcomes of the image processing operations from binary wave forms. This idea was the key motivation behind the development of new simulation platform.

The simulation of any FPGA based image processing algorithm will have three basic entities.

- A test bench to simulate an image acquisition system
- An image processor
- Test-bench to simulate display device

Effective integration of all the three entities is essential to make a design neat and reproducible. The new simulator named as realsim, integrates all the above entities, and provides advanced visual perception compared to traditional HDL simulators.

### 5.3 Features of Realsim

Realsim let the developer to provide the input to the system under test, in the form of an image. Furthermore, the output of the system will be reconstructed from binary waves in to image format. The front end of the software is developed in Matlab-2012b, and the back end is designed in Modelsim-10.2c student edition. The interface between Matlab and Modelsim is done using microsoft dos shell and tcl scripts. The main features of realsim are given below. A detailed tutorial of realsim is given in AppendixA.

#### 5.3.1 Test Bench

The test-bench of any FPGA based image processing operation consists of an acquisition and display modules, as explained in chapter3. Realsim will integrate both the display and acquisition modules under a common platform. The
simulator allows users to visualize the input and output images along with the corresponding hex-image files (Chapter 3). The figure 5.1 shows the input, simulation result and the test bench in a single screen.

![Simulation of input, output and test bench in a single screen](image)

**Figure 5.1: View of input, output and test bench in a single screen**

### 5.3.2 Improved Visual Perception

The simulator allows users to give input in the form of image and the output will be generated in the same format. All the background processing will be carried out in HDL. The simulator displays the background processing in a status bar. Detailed tutorial of the simulator is available in Appendix A. Realsim provides three different perceptions of input and system output.

- As an image in the image window (figure 5.1)
- As a hex-image file (figure 5.1)
- As binary waves

The three views help to understand the design and underlying concepts. Moreover, it makes the back tracing and debugging of the design easier.
5.3.3 Integrated Waveform Analysis

Realsim shows the simulation results in the form of images. In order interpret the output in detail, i.e. in terms of simulation events and deltas, the waveform view can be selected. In this window, the output will be shown in binary waveform.

5.3.4 Hardware Simulation Reports

Realsim provides detailed report of hardware simulation. The report will include simulation events in each simulation deltas. The reports can be made use to debug the design in case of any errors. Moreover, realsim provides a detailed report on input and output hex image-files.

5.4 Conclusion and Future Scope

In a nutshell, realsim provides improved visual perception and added features compared to traditional HDL simulators. Realsim can be extended to any FPGA based real-time image processing applications, like face detection, object tracking etc. Furthermore, the simulator can be enhanced by adding facilities to incorporate real-time video inputs. In future this simulator may serve as a standard platform to validate any FPGA based real-time designs.
Conclusion and Future Scope

6.1 Conclusion

The results obtained in this work emphasize the significance FPGA based designs in real-time image processing applications. In the current scenario, most of the real-time applications are implemented either in micro-controllers or dsp processors. For example, most of the digital cameras in the market has a micro-controller based pre-processing circuits. Further more, in the world of portable devices and gadgets, it is extremely important to have less power consumption for prolonged battery life. From an image processing perspective, speed of execution is a direct measurement of power consumption. To achieve minimum power consumption, the sequences should be executed in minimum number of clock cycles. This is precisely what an FPGA based design achieves. Hence it is the need of the era, to focus more on FPGA based image processing designs.

The improvements in speed and performance comes with additional cost and effort in hardware designs. The hardware design need much more expertise and resources compared to a traditional sequential design. The final target of any FPGA based design is an ASIC (Application specific integrated circuit). The process of converting an FPGA based design to an ASIC is time consuming and costly. This additional effort and costs are the factors which slows down the growth of FPGA based design in current industry (Especially Industries in
India). This work could serve as a motivation and a gate way to the enticing world of research in FPGA based computer vision.

The central highlight of the work is the design of a simulator to validate any FPGA based real-time designs. Traditional VHDL simulators like Modelsim, Xilinx ISE etc do not provide a platform in which the output of image processing operations can be visualized. The realsim converts the output of the main processing module from binary wave forms to image format for improved visual perception. The simulator also provides advanced features like integration of test-benches, simulation reports etc. Concisely, this simulator is a general purpose platform for the validation and simulation of any FPGA based real-time image processing designs. The immediate enhancement to the simulator will be the incorporation of the video processing facilities. This will let the developer to give input in the form of real-time video, and see the output. Addition of this facility will be a revolutionary change in the field of FPGA based image processing. This simulator will then serve as the basic tool for FPGA implementation of any computer vision applications.

### 6.2 Applications and Future Scope

Any FPGA based real-time designs, that will be developed in future can be integrated in to realsim. An immediate enhancement to this simulator will be the addition of video processing features. Furthermore, other edge detection algorithms like lapacian of gaussian, canny edge detectors etc. will be added to the edge detection feature of the simulator. An option to compare the performance of similar image processing techniques will help the designer to choose the best implementation strategy and will make the simulator more professional. In addition, the current design can be extended to implement more complicated algorithms like viola-jones face detection algorithm, optical flow etc. These implementations has significant amount of sequential operations in the algorithms. Special strategy should be employed to mitigate the effects of communication overhead.

The work presented here has wider scope and applications. The edge detection techniques are basic steps of several complex computer vision applications.
The implementation of fast face detection in a digital camera, fast object tracking, policing and interactive surveillance, and finally the applications like object tracking and chasing are some of the areas where this work can be made use of. More importantly, this work will serve as a motivation to explore the endless scopes of FPGA based computer vision designs.
Realsim 1.0 Tutorial

The procedure to carry out simulation in realsim 1.0 is presented in this appendix. Realsim 1.0 is a comprehensive simulation and validation environment for FPGA based real-time image processing designs. This software platform was developed as a part of the project "Development of FPGA based Image processing IP core ", at embedded system and real-time laboratory, National Institute of Technology Rourkela . The objective was to integrate the different modules of the project and to simulate and validate the FPGA based designs. The software was packed in to a single executable file to run in windows environments. The tutorial on how to use reasim is explained in the following sections, starting from the installation.

A.1 System Requirements

- Processor : Any 32 bit processor
- Physical Memory : Minimum 512 MB. 2 GB recommended
- Operating system : Windows XP, Windows 7, Windows 8 32 bit
- Required soft-wares : Modelsim 10.2c or higher
- Matlab run-time environment ( Comes along with the package)
A.2 Installation

• Run install_pkg.exe

• This will extract matlab-run time environment, and will install it. It will generate a file named realsim.exe. Theis is shown in figureA.1

![Figure A.1: Installation of realsim](image)

• realsim.exe and associated files will be extracted in to the current directory, which can be copied to any other directories.

A.3 Over View of Graphical User Interface

• Run realsim.exe. The opening screen is shown in figureA.2.

• The top right corner has the shut down button, which will be used to exit the program. The different tools of the software are labeled in the figureA.3

• The input and outputs will be displayed in the process window.

• The status bar will update the status of background processes.

A.4 Simulation

• Select the test image using either the menu or the open icon as shown in figureA.4. Direct the path to the test image. The image will be opened in the process window as shown in figureA.5.
FIGURE A.2: starting screen of realsim

FIGURE A.3: The tools and windows are labeled
FIGURE A.4: Select the test image

FIGURE A.5: Input Image
• Select Edge detection task from options menu as shown in figure A.6. After that the process window title will be changed to edge detection.

![Edge detection selection](image)

**Figure A.6: Edge detection selection**

• Begin the simulation by pressing the simulate button from the tool bar or by selecting simulate option from the simulate menu. This will open up a progress bar, indicating the progress of the simulation. The internal events will be displayed in the status bar, at the bottom of the screen. This is shown in A.7.

A.5 Viewing Results

• The edge detected output will be shown in the process window as in figure A.8.

• To view the test bench, select appropriate heximage panel from the view menu. Also this menu provides an option to see test bench as a report. To do this select view, and then the heximage file option. This operations are shown in figure A.9.

• To view the detailed simulation report, select HDL simulation report option from view menu. This will generate the report in a text file. This is shown in figure A.10.
FIGURE A.7: Simulation in realsim

FIGURE A.8: Viewing simulation result
There is an option in view window to see the output of the same image processing operation in sequential environment. The comparison between two results can be obtained by clicking the difference option from view menu. This is described in figure A.11.

To see the waveform analysis of the output, and input images, select HDL window from Modelsim Window menu. It will open up the Modelsim...
Figure A.11: Comparing HDL and Matlab output in realsim wave editor window, in which the waveform analysis can be done. This is shown in figure A.12.

Figure A.12: Wave form analysis from realsim interface
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