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Abstract

One of the major issues in an interconnected power system is the damping of the inter-area

oscillations which significantly reduces the power transfer capability. Though conventional

controllers have been used such as power system stabilizer (PSS) to stabilize the local

oscillations, these are not efficient to provide adequate damping to the inter-area modes.

Advances in Wide-Area Measurement System (WAMS) makes it possible to use the in-

formation from geographical distant location to improve power system performances. A

speed based Wide-area Damping Controller (WDC) provides supplementary control signal

through the exciter of selected machine. The controller takes local and remote speed devi-

ation signal as feedback. Here, geometrical measures for controllability and observability

is performed to select the feedback signals and controller location. However, obtaining the

remote signal may introduce a time-delay which may degrade the system performances or

may even lead to instability. Here, depending upon feedback, two type of configurations

are illustrated i.e. synchronous and non-synchronous. The effect of time-delay is studied

for both the configurations. To consider the time-delay in the design stage, it is modeled

with 2nd order Pade approximation. The controllers are synthesized with an objective of

H∞ control with regional pole placement. Performances for both the type of feedback con-

figurations are evaluated. To show the effectiveness of the designed controllers, two case

studies have been taken up a 4 machine system and another 10 machine system. It has

been found that with WDC the oscillations died out quickly. Also, study illustrated that a

non-synchronous feedback performs better compare to synchronous feedback WDC.

Key words: Damping Controller, Wide-Area Control, Time-delay, Synchronization,

Wide-Area Measurement System.
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C H A P T E R 1

Introduction

1.1 Overview and Motivation

With the growing need of power demand and geographical constraints on building new

transmission lines, transfer of the huge amount of power over a long line without sacrificing

stability is a key issue to study. Stability of power system has been considered as a critical

problem for the operation since the beginning of last century. Lack of stability caused the

blackouts in the past illustrated the value of the study. With power system deregulation,

generation system now operates close to their limit. This makes the system be in stressed

condition and inherent low damping of the system may not suffice to retain the system

stability. Further, in the run of non-conventional energy resources, system damping is less

than earlier due to the use of low inertia resources[32]. Also, unscheduled power gener-

ation by these resources introduces disturbance to the system. Following a disturbance,

oscillation always occurs in power system due to the presence of the various dynamical

components. With the absence of proper control, these oscillations may grow in nature

and may lead to loss of synchronism. The near-to-failure event in ERCOT on February 26,

2008, is an example of such a situation.

As power system has evolved considerably, different forms of power system instability

have emerged owing to the continuing expansion in interconnections, the application of

new sophisticated technologies and controls in the power system. Depending upon the
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physical parameters under study, stability issue is divided into three categories – i) Rotor

Angle Stability ii) Frequency Stability and iii) Voltage Stability. As power system is highly

nonlinear in nature, stability study also depends upon the magnitude of disturbances. So as

per disturbance scale stability is two types – i) Small Signal Stability ii) Transient Stability.

The former considers the effect of a small change in the system such as a change in load

demand, change in mechanical input whereas later deals with disturbance such as a fault

in lines, loss of the generator[38]. Here, small signal stability issue is the point of interest.

Lack of small signal stability leads to growing nature of low frequency oscillations. Power

system oscillation occurs with different modes like swing modes, exciter modes, torsional

modes etc. Swing modes can be categories into two types – 1)Local Mode 2) Inter-area

Mode. Intra-plant oscillations or when a generator oscillates against the generators tightly

coupled with it from the same area, it is consider as local mode. Frequency of such modes

are generally from 1 Hz to 3 Hz. When a group of generators from an area oscillates against

another group of generators from another area connected over long transmission lines called

as inter-area mode. It has a frequency from 0.1 Hz to 0.9 Hz generally. Inter-area modes

may be caused by either high-gain exciters or heavy power transfers across weak tie-lines.

A fast acting voltage regulator enhances the synchronizing torque component and also

improve the transient stability, but sacrifices damping torque component[38], which results

in sustained oscillations in the power system. The occurrence of such low frequency modes

have been observed in , as 0.2 Hz in the western North-American power system[43], 0.6 Hz

in the Hydro-Quebec system[22], in Brazil of 0.15-0.25 Hz [30] and 0.19-0.36 Hz in Europe

[44]. In Indian grid low frequency oscillation with mode frequency of 0.5 Hz (0.45 Hz-0.55

Hz) was observed during the disturbance at Buddhipadar, Sterlite and IBTPS, oscillations

of 0.49 Hz (0.45-0.55 Hz) was observed in the NEW grid during the forced outage of

DSTPS Unit 2, as 0.2 Hz is also observed in the SR grid while taking Simhadri Unit-2 (500

MW) in service. This case presents a situation when LFO appeared while synchronizing a

generating unit in the grid[39]. The recent 2003 blackout in eastern Canada and US was

equally accompanied by severe 0.4 Hz oscillations in several post-contingency stages [3].

The 1996 and 2000 WECC blackout were also due to poor damped inter-area modes[35].

Similarly, India’s 2012 blackout caused by oscillation from the heavy transfer of power

through weak tie-line between Northern grid and Western grid[1]. Where inter-area modes

of 0.35 Hz, 0.68 Hz, 0.53 Hz, 0.71 Hz have been observed which have near to zero damping.
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Conventionally a damping controller is used (also called as Power System Stabilizer

(PSS)) to damp out these oscillations by providing damping torque component through

exciter. PSSs are used over the decades to control these oscillations. Usually, PSS is tuned

as decentralized controller considering only local dynamics. A speed deviation based PSS

takes feedback of speed deviation from local generator only. As PSSs use the local signal

as input, which have low observability of inter-area oscillations so it performs poorly with

inter-area oscillations. It has been illustrated that sometimes an inter-area mode may be

well-observable from one area and be effectively controllable from another remote area[14].

Lack of global observability in Local Damping Controller (LDC) limit the performance over

inter-area modes in the system. Hence power transfer capability in the system can’t be

improved significantly and recently, the power systems are pushed to operate near to design

limits and with more uncertainty in the system, which makes the control of power systems

more challenging than ever.

A more flexible and suitable environment has been developed with the recent progress

in time synchronizing techniques, along with the computer-based technique, to estimate

phasors in real time. With the worldwide deployment of phasor measurement unit (PMU),

better dynamic data are available for monitoring and control[37]. Signals from a remote lo-

cation are also available for designing a controller with better performance. The availability

of remote signals can overcome the aforementioned shortcoming of lacking observability and

provide flexibility to damp a special critical inter-area oscillation mode of power systems.

To achieve the same performance, a local controller requires much more gain compared to

the wide-area controller. This large control action can push the system to its limit and

finally loss of feedback action. It is reported that a wide-area controller 4 to 20 times more

efficient technically than the local controller[24].

Use of WAMS provides better dynamic data of the power system, but the involvement

of remote signal arises some new challenges such as time-delay or latency. In wide-area

control system transmitting signals from PMUs to PDC, and than back to generators

involve some time-delays. The transmission delays depend upon various factors such as

communical link, protocol, and traffic. Also, computational delays such as processing of

signals and synchronization added an extra delay in the signals. In the Western Electricity

Coordinating Council(WECC) for fibre optic cable delays reported as 25 ms to where as

for satellite communication link delays ranges up to 250 ms. In [11] reported a time delay
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of 150 ms in Nordic power system and [47] reported a delay of 100 ms for the Chinese

power system. Indian WAMS reported a time delay of 250 ms in the report [39]. Different

amount of delays is reported in the literature for WAMS system. The time delay in a

system introduces infinite number of poles in the system with the right-hand zeros. So,

a time delay in the system may reduce the damping of the system or even may also lead

to instability [46]. It has also been reported that delay in obtaining signals may lose the

synchronism in power system[45].Both communication delay and operational delay plays

a vital role on system performances. Delays due to communications network range from

few millisecond to orders of hundred millisecond depending upon bandwidth and protocol

of communications[34]. A major part of the operational delay is due to synchronization of

signals which involves receiving and resolving PMU data packets and synchronization of

the data with respect to the GPS time-stamp[52].

A speed based Wide-area Damping Controller (WDC) takes the speed deviation signal

as feedback from the power system. The measurements from the PMUs are sent to PDC

and then to the controller. Depending upon feedback signal coming to the controller, the

configuration can be said as Synchronous or Non-Synchronous. It is well known that inter-

area mode is well observable in speed difference signal from two areas, so it is suitable to

be feedback for the controller. When synchronized signal is fed to the controller, local and

remote signals are matched with respect to time-stamp. An equal amount of time delays

will be induced to both the signals. However, instead of fetching both the signal, one can

opt for non-synchronised feedback. In this case, the only remote signal is to be obtained

from PDC, so no time synchronization is needed. In this case delay in the local signal will

be negligible, also delay in the remote signal will be less as no synchronization is being

processed.

1.2 Literature Review

The field of WAMS is extended from only monitoring to be used in control application

recently. Several design methods have been illustrated in the past to address the problem

of power system oscillation control using WAMS technology. Fouad a pioneer in Power

System Control in 1996 published a paper [2] establishes ground for wide area control

work. Where a two level controller is designed based upon phase compensation method
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from mode residue. Also, It has been reported in [23, 54, 55] of a lead-lag compensator.

In reference [23], a decentralized/hierarchical structure with two loop PSSs is proposed. A

wide-area damping controller is used to provide additional damping to local ones. To tune

the loops a sequential optimization procedure is adopted. Design of lead-lag compensator

is simple as it is designed in the similar manner of conventional PSS i.e. linear model of

fixed operating conditions. Though it is easy to design and implementation but it lacks the

important issue of robustness. It performs non-uniformly with varying operating conditions.

To cope with varying operating conditions adaptive control methods play good role for

wide-area controller design as in [7, 53, 10, 5, 4, 15, 26]. . In [4, 5] a feedback linearization

controller is developed which have the ability to self-tuning of its parameter based upon

neural networks. In [15] a pole shifting controller is proposed where the system is identified

using a recursive least square algorithm. In [7] multiple model base adaptive controller

is proposed where as [6] illustrated model reference approach for adaptive control. Also,

rule base control to suited with the adaptability are proposed in [19] based on fuzzy logic.

The model self-tuning adaptive controls require consistent excitation for system dynamic

model to identify the model which causes undesired disturbances in the system. The data-

driven adaptive controls, despite being model free, depend on large disturbances to train

parameters of a controller and the training procedure may encounter convergence problems.

Moving towards robustness LQG controllers are illustrated in [57] as a wide-area damp-

ing controller. It based on minimization of a cost function that penalizes states deviation

and minimize control effort. An LTR scheme is used to achieve guarantee robustness in [57].

Also LQR scheme is applied in [41]. With the development of H∞ control method in control

theory has shown superiority to achieve robustness compared to any methods coexisted.

H∞ loop shaping approach along with regional pole placement is illustrated in [28]. In [28],

loop shaping method is used as normalized LMI framework to achieve multiple objectives.

In [56, 9] the design of H2/H∞ mixed sensitivity with regional pole placement controller is

proposed. The controller is synthesized to minimized weighted sensitivity where the system

critical mode needs with the wide area controller needed to be places a pre-specified region

in left half plane ensuring the dynamic performance. But the developed controller is MIMO

in nature, which gives threat to coupling of modes and complex synthesis problem.

All the above-mentioned methods ignore the effect of delays and have not considered

during the design stage. However, fetching information through shared networks introduces
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time-delay. The effect of delay has been studied in [16, 31]. Several works address the time

delays in wide area control loop explicitly[48, 49, 50, 51, 33, 18, 8, 29].A model-free fuzzy

controller, based upon operator experience rule base, has been designed in [33]. In this,

the output membership functions are shifted in a manner to compensate the effect of the

delay. A lead-lag compensator to compensate the phase is proposed in [49, 50] where the

gain of the compensator is calculated from a tradeoff between delay margin and damping.

To handle the uncertainty in delay [18] proposed a linear fractional transform model to

be used in H∞ control framework. Also, predictor based approach also have been used

in [48, 51, 8, 29],where[8, 29] uses unified smith predictor to overcome minimum damping

issue with classical smith predictor. In [48, 51] uses generalized predictive control along

with RLS base model identification to make system adaptive in nature.

1.3 Objectives

Here, primary goal is to improve the dynamics of power system and towards it, a controller

is to be synthesized. To achieve the goal following objectives need to satisfied:

• A model should be developed to capture required dynamics only rather than accurate

complex model but no practical use. An analysis is to be performed for characteri-

zation of the system.

• As the obtained model can be of large order, which gives complexity in the design. So

the model of the system is to be reduced such as it retain the input-output behavior

at desired frequency range.

• Implementation of PMUs is costly due to its hardware and network requirement. One

needs to minimize the number of signals needed for the operation.

• Suitable controller is to be synthesized to improve the damping of inter-area modes

of the system. As power system is varying in nature so the controller should be able

to handle such uncertainty in operating conditions.

• Obtaining wide-area signals involve time-delay which may deteriorate the system

performance. So appropriate approach has to be taken to handle such delays.
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1.4 Organization of the Thesis

The thesis is organized as follows:

Chapter–1) It gives a introduction to the problem and also discusses the earlier works

that have been done on same line of objectives.

Chapter–2) The system modeling is illustrated in this chapter. A composite model is

developed from the model of subsystem. Also, offline modal analysis is presented. How one

can minimize the signals requirement is also answered in between. At last, it talks about

model order reduction as the power system obtained model is too large order in nature.

Chapter–3) It gives the essential control theory needed to design the controller. The

chapter begins with the formalization of synchronous and non-synchronous configuration.

Then it discusses H∞ control and regional pole placement objectives in LMI framework.

Chapter–4) Here, two case studies are taken to illustrate the objectives, one a 4 machine

system and another 10 machine system. Results have been shown in step wise manner and

appropiate discussions have been made. How a non-synchronous feedback works better

than a conventional synchronous feedback is illustrated.

Chapter–5) This chapter gives conclusion to the work. Also provide a guideline for

future work.
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Power System Modeling for

Stability Studies

2.1 Small Signal Model of Power System

Non-linearity and large scale complexity these are two things which makes power system

modelling a difficult task. The theory of nonlinear system can be used for stability analysis

but with the such large order it is a cumbersome process. As power system is a largest com-

plex plant possible, different dynamical phenomena with different characteristics occurred

in power system. Its almost impossible to develop a model that can capture or describe all

dynamics and still being of practical use. Depending upon interested particular investiga-

tion one has to develop a mathematical model that captures correctly particular dynamic

phenomena. As power system is large scale, developing a composite model is suitable, where

system is divided into different subsystem and relation between them is expressed linearly

as algebraic equations[42]. As interested phenomena here being small signal stability with

use of singular perturbation theory we can obtain differential algebraic equations (DAE) of

the subsystem. By modeling the network as algebraic equation, a complete model can be

developed. There are various components used in power system but some are important

for stability studies.
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2.1.1 Synchronous Machine

All the generators of the power system are represented using the sub-transient models with

four equivalent rotor coils as per the IEEE convention. The slow-dynamics of the governors

are ignored, and the mechanical torques to the generators are taken as constant inputs.

Standard notations are followed in the following differential equations which represent the

dynamic behavior of the generator [38]

dδi
dt

=ωB (ωi − ωs) = ωBSmi

2Hi
dSmi

dt
=(Tmi − Tei)−DiSmi

Tei =Edi
′Idi

X ′′
qi −Xlsi

X ′
qi −Xlsi

+ Eqi
′Iqi

X ′′
di −Xlsi

X ′
di −Xlsi

+ IdiIqi
(

X ′′
di −X ′′

qi

)

) + ψ1diIqi
X ′

di −X ′′
di

X ′
di −Xlsi

+ ψ2qiIdi
X ′

qi −X ′′
qi

X ′
qi −Xlsi

Iqi + jIdi =
1

Rai + jX ′′
di

E′
qi

X ′′
di −Xlsi

X ′
di −Xlsi

+ ψ1di
X ′

di −X ′′
di

X ′
di −Xlsi

− Vqi+

j

(

Edi
′X

′′
qi −Xlsi

X ′
qi −Xlsi

− ψ2qi

X ′
qi −X ′′

qi

X ′
qi −Xlsi

− Vdi + E′
dci

)

T ′
ci

dE′
dci

dt
=Iqi

(

X ′′
di

)

− E′
dc

T ′
qoi

dE′
di

dt
=− Edi

(

X ′
qi −X ′

qi

)











−Iqi +
X ′

qi −X ′′
qi

(

X ′
qi −Xlsi

)2

((

X ′
qi −Xlsi

)

Iqi − E′
di − ψ2qi

)











(2.1)

Here, the subscript i refers to the ith generator; δ is the rotor angle in radians; ωBis the

rotor base angular speed in radians per second; H is the inertia constant in seconds; T ′
do and

T ′′
do are the d-axis open circuit transient and sub-transient time constants, respectively; T ′

qo

and T ′′
qo are the q-axis open circuit transient and sub-transient time constants, respectively;

and Tc is the time constant for the dummy rotor coil (which is usually taken as 0.01

seconds). Rest of the variables are in per unit (p.u.): ω is rotor angular velocity; ωS is

the synchronous angular velocity; Smi is the slip; Tm is the mechanical torque; Te is the

electrical torque; D is the machine rotor damping; E′
q is the transient emf due to field flux



2.1 Small Signal Model of Power System 11

linkages; E′
d is the transient emf due to flux linkage in q-axis damper coil; ψ1d and ψ2d are

the sub-transient emfs due to d-axis and q-axis damper coils, respectively; Efd is the field

excitation voltage; E′
dc is the transient emf across the dummy rotor coil; Id and Iq are the

d-axis and q-axis components of the stator current, respectively; Vd and Vq are the d-axis

and q-axis components of the stator terminal voltage, respectively; Xd,X
′
d and X ′′

d are the

synchronous, transient and sub-transient reactances, respectively, along the d-axis;Xq,X
′
q

and X ′′
q are the synchronous, transient and sub-transient reactances, respectively, along the

q-axis; Ra is the armature resistance and Xls is the armature leakage reactance.

2.1.2 Excitation System

Usually generators are equipped with a excitation system to provide dc field current to set

up essential flux. The functional block diagram for excitation system is given in Fig.(2.1.2).

The automatic voltage regulator (AVR) in the exciation system control the voltage profile.

The voltage transducer acts as filter to feedback the terminal voltage. Transient gain

reduction block is used reduce the gain at high frequency to retain stability, However,

when PSS is used, its not necessary to use. Excitation system can be DC, AC and static.

IEEE provides a standard to model the excitation system for stability studies citekundur03.

The model for static excitation sytem can be given as:

TA
dEfd

dt
=KA (Vref + Vs − Vr)− Efd,

Tr
dVr
dt

=Vt − Vr,

(2.2)

where Efd is the field excitation voltage, Tr is the voltage transducer time constant, Vt

is the terminal voltage i.e. output of the generator, Vr is the filtered voltage,KA is the

regulator gain, TA is the regulator time constant, Vref is the voltage reference.

2.1.3 Power System Stabilizer

Power System Stabilizer (PSS) is embedded in the excitation system to stabilize the power

system from oscillation. They are tuned as decentralized manner and takes feedback of

local signal only. Basic function of PSS is to provide supplementary signal through exciter

to act as damping torque component by providing proper phase compensation as shown in

Fig. 2.1.3. It can take speed, frequency or power as feedback. Kpss is the gain provided
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Figure 2.1: Functional block diagram of excitation system

for amplifying damping signal. Usually, high pass washout filter is used to avoid effect of

other modes to action of PSS. The model of PSS can be written as:

G (s) = Kpss
sTw

1 + sTw

1 + sT1
1 + sT2

(2.3)

Figure 2.2: Functional block diagram of power system stabilizer

2.1.4 Load and Network Interface

The modeling of loads in stability studies is a complex problem due to the unclear nature

of aggregated loads. Load models are typically classified into two broad categories: static

and dynamic. The loads can be modeled using constant impedance, constant current and

constant power static load models. Constant impedance load model is a static load model

where the real and reactive power is proportional to the square of the voltage magnitude.

It is also referred to as constant admittance load model. Here, such model is considered

for stability studies.

Network balance equations is written as algebraic equations and it is needed to trans-
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form all system dynamics into common reference frame. To do so, currents and voltages of

the generators are needed to rotate δ.

IQi + jIDi =(IQi + jIDi) e
jδi,

VQi + jVDi =(VQi + jVDi) e
jδi.

(2.4)

In order to incorporate generator admittance, it is represented as current injecting source

in network, given by

Igi = (IQi + jIDi) + YgiVgi,

where Ygi =
1

Rai+jX′′

di

. Admittance matrix is given by diag [YG1, YG1, ...YGN ] where N is the

total bus nodes, where YGij = 0 if jth node is not connected to ith generator and YGij = ygi

if jth node is connected to ith generator.

Similary one can define load admittance matrix YL where loads are considered as con-

stant impedances. The network shunt admittance matrix YN is build using line impedance

and augmented with YG and YL to give Yaug = YN + YG + YL. So, Zaug can be found out

by inversing Yaug

2.2 Modal Analysis

Once the system dynamics has obtained, a linear model is to be obtain for analysis and

controller synthesis process. The dynamics have to be linearized around an equilibrium

point by singular perturbation theory [38]. Consider the system dynamics as:

ẋ =f (x, z, u) ,

0 =g (x, z, u) ,

y =h (z, z, u) ,

(2.5)

where f ,g,h are function vectors of differential, algebraic and output equations. A equllib-

rium pint can be obtained by solving the load flow and linearizing around the equllibrium
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point (x0, z0, u0),

∆ẋ =
df

dx
∆x+

df

dz
∆z +

df

du
∆u,

0 =
dg

dx
∆x+

dg

dz
∆z +

dg

du
∆u,

∆y =
dh

dx
∆x+

dh

dz
∆z +

dh

du
∆u.

(2.6)

Eliminating algebraic ∆z from (2.6),

∆ẋ = A∆x+B∆u,

∆y = C∆x+D∆u,
(2.7)

where A =

[

df
dx

− df
dz

(

dg
dz

)−1
dg
dx

]

, B =

[

df
du

− df
dz

(

dg
dz

)−1
dg
du

]

, C =

[

dh
dx

− dh
dz

(

dg
dz

)−1
dg
dx

]

and

D =

[

dh
du

− dh
dz

(

dg
dz

)−1
dg
du

]

.

The eigenvalues of a matrix are the values obtained from nontrivial solution to the

Aφ = λφ. For non-trivial solution

det (A− λI) = 0

must satisfied. In a system free response is govern by linear combination of the eigenvalues

of the state matrix. One can study the behaviour of the states by studying the eigen values.

The eigen value with a finite frequency is called as Mode such as σ ± jω. The stablity of

the system depends upon σ, if it is in left half plane, mode is stable and for right hand

side, mode is unstable, so as the system. For such mode frequency is given by f = ω
2π and

damping is ζ = −σ
root

√
σ2+ω2

. For any eigen value δi, there exist a coulmn vector φi which

satisfies Aφi = δiφi is called as right eigen vector. The right eigen vector of a mode is

called as Mode Shape. Mode shapes give pictures of activities of states when the modes are

excited and the scale of activity of a state xk in the ith mode is given by the elemnet φki of

right eigen vector φi. Participation factor is measure which provides relative participation

of a state in a mode. Suppose P is matrix where Pi represents its ith column. One can
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obtain

Pi =

















P1i

P2i

...

Pni

















=

















Φ1iΨi1

Φ2iΨi2

...

ΦniΨin

















(2.8)

where Ψ = Φ−1 also called as left eigen vector. The element pki is a measure of the relative

participation of kth state variable in ith mode. With the participation factor analysis,

swing modes can be identified. If the sum of participation factor related δi,∆ω to a mode

is greater than participation from remain states than its called as swing mode. One can

identify whether a mode is local or inter-area from its mode shape. Suppose mode shape

of ∆ωi state is having phase difference nearly 180 to ∆ωj state associated with a mode,

it means ith machine is oscillating against jth machine. So, if ith, jth machine belongs to

same area, the mode associated with is called as Local Mode or if they belongs to different

area the mode is called as inter-area mode.

2.3 Wide-Area Loop Selection

A model of the power system exhibit multiple inputs and multiple outputs. So, consider-

ation of all of its makes the design procedure complex. Also, Due to the costs associated

with the installations of PMUs, e.g. communication infrastructure costs, number of in-

stalled measurement devices should be minimised. For wide-area control a input-output

pair can be selected such that it is more effective to inter-area mode. There have been

different approaches mentioned in literature, but it appears that the approach for comput-

ing loop selection index based on geometrical approach is effective since it is not affected

by scaling of the eigenvector, rather it is based on how input channel or output channel

aligned to corresponding mode or eigen vector[17].

LSImn =
|bm

T vl||cnvr|

‖bm‖‖vl‖‖cn‖‖vr‖

LSImn is the loop selection index corresponding to mth input and nth output combi-

nation, bm is the input vector and cn is the output vector corresponding to mth input and

nth output respectively; vl is the left eigen vector and vr is right eigenvector of inter-area

mode.
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When there exist multiple modes, there may possiblity of trade off between LSI and

interaction. One can opt for set of signals that have comparatively less effect to other

modes

2.4 Model Order Reduction

A system such as power system have larger order due to large scale in nature. Modern

controller methods such as H∞ or LQG synthesize controllers at least order as same as

the system or sometimes more than that due to the incursion of the weights. A Large

order model gives rise to (i) large order of controller (ii) large computation time while

synthesis of controller. One can opt for a lower order model which retains the input-output

behaviour over the desired frequency range as the original model. There are large number of

techniques available to reduce the order of the model [25]. One the simplest methods widely

used is balanced truncation as discussed in [25]. It requires a state truncation of a system

which is represented in balanced state space form, where controllability and observability

grammians are equal and diagonal. Another method which is gaining importance is hankel

norm methods. The Hankel norm is a induced norm from past input to future outputs.

Keeping larger energy states of a system preserves most of its characteristics in terms of

stability, frequency, and time responses [20]. Given a high order linear time-invariant model

G(s), we need to find out a low order approximation Gr(s) such that the infinity norm of

the difference i.e.‖G −Gr‖∞ is small. Depending upon the error bound it can be additive

or multiplicative. If

∥

∥G−1(G−Gr)
∥

∥

∞ ≤
∏n

k+1
(1 + 2σi(

√

1 + σ2i ))− 1

its called as multiplicative error bound whereas if

‖G−Gr‖∞ ≤ 2

n
∑

k+1

σi

it is called as additive error bound. For system with low damped modes, multiplicative

error is more suitable.
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2.5 Chapter Summary

This chapter briefly expressed the modeling and analysis of power system for small signal

stability studies. Here, the system behavior is evaluated through modal analysis. To have

a decentralized structure, wide-area loop selection is discussed. Finally, how to reduce the

model order by using hankel norm for flexibility is illustrated.





C H A P T E R 3

Wide-Area Controller Design

3.1 Introduction

Robustness is of crucial importance in control-system design because real engineering sys-

tems are vulnerable to external disturbance and measurement noise and there are always

differences between mathematical models used for design and the actual system. Typi-

cally, a control engineer is required to design a controller that will stabilize a plant, if it is

not stable originally, and satisfy certain performance levels in the presence of disturbance

signals, noise interference, unmodeled plant dynamics and plant-parameter variations. A

damping torque is generated by the controller by compensating the phase lag between AVR

to machine, so the the torque should align in the direction of ∆ω. Suppose, a WDC is tune

considering a weak line situation, may not work uniformly in other condition, cause as line

reactance increases, the synchronizing torque also increases so as frequency of oscillation

and thus phase lead requirement. Power System works in varying operating conditions

making a complex dynamics to be presented as a mathematical model. So a robust control

techniques comes handy in this situation. Oscillations in power systems are caused by vari-

ation of load, action of voltage regulator due to fault, etc. appear to damping controller

these changes can be considered as disturbances on output y, the primary function of the

controller is to minimize the impact of these disturbances on power system.

The objective behind the robust control is to provide control action that ensure the
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stability and performance even with uncertainty in the system. Also, the modelling error

must not effect the performance significantly with actual system. From all the availble

methods existed for robust control H∞ based technique is very popular and has been used

very widely.

3.2 Consideration of Delays

System with wide-area control structure is shown in Fig.(??). Inter-area oscillations is well

viewed as the difference of speed of the ith and jth generator from the two different areas(i.e.

∆ωij = ∆ωi − ∆ωj)[2]. Intuitively, this requires time-synchronization of the two signals

and may easily be accomplished due to the deployment of PMUs for WAMS in modern

power systems. This scheme is presented in Fig. ?? with the switch S positioned at 1.

However, due to facilitating the synchronization, an equal amount of delays are introduced

in the synchronized signal, whereas if the two signals are used without synchronization

then the delay in the local signal is negligible. The case of using the non-synchronized

signal, i.e. using the signals as and when available without the process of synchronization

corresponds to the case when S is positioned at 2 in ??. Analysis of system performance

has been studied in[16] for both the configurations. Consider a linear system with state

space representation

ẋp = Apxp +Bpup,

yp = Cpxp,
(3.1)

is to be control with

ẋc = Acxc +Bcuc,

yc = Ccxc,
(3.2)

where Gp(s) = Cp(s)(sI − Ap)
−1Bp represents the linearized power system model and the

controller is K(s) = Cc(s)(sI − Ac)
−1Bc, up is the wide-area control signal fed to the

exciter, yp is the measured output considered here as speed deviation,xp are the power

system states,xc is the vector of controller states.

Time-delay is modeled as 2nd order Pade approximation in this work. From [16], it is

illustrated a 2nd order give the reasonably good handle of delay. State-space model of Pade
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approximated delay term can be written as

ẋd = Adxd +Bdud,

yd = Cdxd +Ddyd,
(3.3)

where

Ad =





0 1

−12
Td

2

6
Td



Bd =





0

1



Cd =
[

0 −Td

]

Dd =
[

1
]

.

Here, xd represents the states of the Pade approximation, ud = yp power system non-delayed

output i.e. speed deviation signals, yp = uc controller input or feedback i.e. delayed speed

deviation signals.

Synchronous Feedback

When S is at 1, both local and remote signal are synchronized, so equal amount of time-

delays are introduced in both the signals. A function block diagram is shown in Fig.4.1.8.

State-space representation of closed-loop system can be written as:

ẋ = A1x,

z = Cpxp,

where x =
[

xp
T xd

T xc
T

]T

and

A1 =











Ap 0 BpCc

BdCp Ad 0

BcDdCp BcCd Ac











.

Non-Synchronous Feedback

When S is at 2, local signal is used as it is without waiting for synchronization so the delay

is observed in remote signal only. A function block diagram is shown in Fig.4.1.8. From

3.1 where C =
[

Cl
T Cr

T
]T

, Cl and Cr corresponds to local signal and remote signals
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Figure 3.1: Control block diagram for synchronous feedback

respectively. Similarly state space representation of closed-loop system can be written as:

ẋ = A2x,

z = Cpxp,

where x =
[

xp
T xd

T xc
T

]T

and

A2 =











Ap 0 BpCc

BdCr Ad 0

BcCl +BcDdCr BcCd Ac











.

Figure 3.2: Control block diagram for non-synchronous feedback
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3.3 H∞ Control Synthesis

H∞ is a functional family where functions are analytic and bounded in the right half plane.

In other words, it can be said that H∞ space consists of transfer function that has no pole

in right half plane i.e. stable in nature.

In H∞ control, objective is to minimize the H∞ norm of certain closed-loop transfer

function, that are related to stability and performance. A norm denotes size of signal or

system and can be used a measure for the performance. From the block diagram ??, the

output can be written as Y (s) = G(s)U(s). One can measure the performance in time

domain with L2 and L∞ norm of y(t), u(t). The L2 norm of the signal e(t) can be written

as

‖e(t)‖2 =

√

√

√

√

√

∞
∫

−∞

e(t)T u(t)dt.

Also called as Integral Square Error (ISE). Similarly L∞ can be defined as

‖e(t)‖∞ = max
τ

(max
i

|ei(t)|)

. The performance of SISO systems with feedback is influenced strongly by the variation

of the open loop gain with frequency. The disturbance rejection and accuracy of tracking

also depend on the open loop gain. In the multivariable case the concept of gain is replaced

by the singular value of the transfer function matrix. They are also called principal gains.

Similar to Bode plots of SISO systems, the singular values are plotted with frequency for

a multivariable system.

Similarly to signal norm, performance can be measure with system norm of G(s). H∞

norm is one of such measureant. It provides gain of the system in worst case scenario.

‖G(s)‖∞ = sup
u(t)6=0

‖y(t)‖
2

‖u(t)‖
2

where y(t) and u(t) are the output and input. For stable system,

‖G(jω)‖∞ = sup
ω

|G(jω)| and for MIMO system ‖G(jω)‖∞ = sup
ω
σ̄(G(jω)). G(jω) repre-

sents the gain from input to output of sinusoids of frequency ω and H∞ is simply a measure

of the largest factor by which any sinusoid is magnified by the system.

The control structure of a generalized plant is presented in 3.3. To achieve good per-

formance, controller should reject disturbances and attenuate the effect of noise. From
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Figure 3.3: Generalized Control Plant

Fig.3.3, it can be written as in [20]

y = (1 +GK)−1Gd+GK(1 +GK)−1n, (3.4)

where (1 + GK)−1 is called as sensitivity function S and GK(1 + GK)−1 is called as

complementary sensitivity function T . To have a good disturbance rejection S should

be minimum whereas to attenuate noise T should be minimum. For minimization index

H∞ index is chosen. There is certain limitation as T and S are complimentary to each

other as S + T = 1. So, when we minimize S, T achieves the maximum value. One

reformulate the objective with frequency dependent weight, which gives bound of S and

T . It is well known that disturbances are of low frequency in nature whereas noises are of

high frequency, so by using frequency-dependent weight one can set an objective without

any trade-off. Considering H∞ as performance measuring index ( ‖ · ‖∞ is the H∞ norm

of the transfer function i.e. the supremum of its singular values over frequency, denoted as

γ∞), one can define the requirement as:

∥

∥

∥

∥

∥

∥

∥

∥

∥

W1S

W2SK

W3T

∥

∥

∥

∥

∥

∥

∥

∥

∥

∞

≤ γ, (3.5)

where W1 , W2 and W3 are suitable frequency dependent weight function and provides the

flexibility of exploring the frequency based design trade-off between S and T . Usually W1

is having transfer function of low pass filter and W3 is of high pass filter. To avoid high

control action, W2 is used. W2 is used to limit the control action at high frequency so as

to avoid saturation and lose of stability, so a high pass filter is used or a constant is well



3.3 H∞ Control Synthesis 25

suited for the design. It is crucial for the designer to select appropriate weight function,

but there is no systematic procedure available in the literature to achieve optimal weight

functions. It is done based upon intuition and trial-error manner. One can put robust

stability criteria for control synthesis from small gain theorem. Its a derived from Nyquist

criterion. It states that the closed loop system will remain stable if a gain measure of the

product of all transfer function matrices constituting the feedback path is less than unity.

A general block diagram showing objectives in the framework of H∞ control is shown

in Fig.3.4. The above objective can be written as generalized system [20]:

Figure 3.4: H∞ control problem block diagram
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y



 =

















W1GdG W1Gd W1GdG

0 0 W2

GW3 0 GW3

G 0 G



























d

n

u











, (3.6)

where G is the system, Gd is the delay block, d is the disturbance, n is the noise in the

signal, y is the ouput, yd is the delayed output.

One can rewrite the above objective in Linear Matrix Inequalities (LMI) which is more

computationally attractive and can be used in the framework as multi-objective control[12,

40]. Solving in LMI, avoids the pole-zero cancellation, also a low order controller can

be synthesized. Considering the closed-loop system 3.2 now with exogenous signal w i.e.
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disturbance d and noise n. it can be rewritten as

ẋ = Ax+Bw

z = Cx+Dw
(3.7)

Now, A is stable and H∞ norm of (3.7) is smaller than γ if and only if there exists a

symmetric P satisfying










ATP + PA PB CT

BTP −γI D

C D −γI











<0 (3.8)

However, involvement of controller parameter such as PA make the inequality 3.8 bi-linear

one, using the variable transformation of [?] it can be expressed as LMI.

3.4 Regional Pole Placement

While H∞ control addresses the frequency domain specification such as disturbance rejec-

tion and robustness effectively but it lacks the control over transient performance. Time

domain performance requirement can easily be interpreted in terms of closed loop poles.

Consider a closed-loop pole, σ ± jω, where σ effects the damping and overshoot, where as

ω represents speed of the response. Desired response can be achieved by forcing the closed

loop poles of the system to be some particular values i.e. point-wise pole placement. Also,

a region in left half plane can be specified for desired response, and control action can push

the system poles to lie in the region.

An LMI region is any D region in the complex plane that can be defined as

D = {z ∈ C : L+ zM + z̄MT<0}

where L = LT and M are fixed real matrices. The matrix-valued function fD(z) = L +

zM + z̄MT is called as characteristic function of D region .

Consider a system (3.1), if the poles or eigenvalues of Ap matrix lies in D region its

called as D stable, and from lyapunov’s extension[13], its possible if and only if a symmetric
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postive definite matrix P exists such that

MD(A,P ) := L⊗ P +M ⊗ (PA) +MT ⊗ (ATP ) < 0 (3.9)

One can formulate different LMI regions, suitable to the need, Some are given below:

• α Region

The α region is shown in Fig. 3.5, where all the poles lies left to a line at α parallel to

Y − axis. Left half plane is a special case where α = 0. The characteristic function

for α stability region is:

fD(z) = 2α+ z + z̄.

One can opt for this region for ensuring stability and minimum settling time in terms

of α.

Figure 3.5: α LMI region

• Disk Centered Region

For a disk region centred at (-q,0) with radius r, shown in Fig. 3.6, the characteristic

equation is given by:

fD(z) =





−r q + z

q + z̄ −r





• Conical Sector Region To achieve minimum damping ratio, a conical sector is best

suited, shown in Fig. 3.7. Characteristic function of conic sector with apex at origin
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Figure 3.6: Disk centered LMI region

and inner angle of 2θ can be expressed as

fD(z) =





sin θ(z + z̄) cos θ(z − z̄)

cos θ(z̄ − z) sin θ(z + z̄)





Figure 3.7: Conical sector LMI region

Pole clustering in LMI regions can be formulated as an optimization problem with

robustness[13] or it can be fused with different performance constraints for multi-objective

control[40, 12]. Different suitable LMI regions can be combined, forming a desiredD region,

which also be an LMI in nature.
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3.5 Design Steps

The design procedure on this thesis can be summarized as below:

Step 1. Obtain a linearized model of the power system without wide-area loop.

Step 2. Once the linearized model is obtained, analyze the system modes with modal analysis
and select suitable feedback loop for WDC. Reduce the model to suitable order for
flexibility.

Step 3. Design a WDC with suitable design consideration. Here, H∞ control with regional
pole placement is considered.

Step 4. Estimate the delay for synchronous and non-synchronous feedback from time-stamped
PMU signals. Approximate the delay with Pade 2nd order.

Step 4. Design the WDCs for synchronous feedback and non-synchronous feedback. A com-
parison is done for performance evaluations.

3.6 Chapter Summary

This chapter presented the control theory for the synthesis procedure. After a brief intro-

duction on the issue, system representation for synchronous and non-synchronous feedback

are shown. Next, the H∞ control objective is discussed and points were made why H∞

control is suitable in power system design. Though it handle frequency domain specification

very well, but it lacks control over transient performance. To overcome the issue, regional

pole placement objective is embedded in the design. The synthesis procedure presented in

LMI form. At last, over all design procedure is presented in step wise manner.





C H A P T E R 4

Case Studies

4.1 Four Machine Eleven Bus System

4.1.1 System Description

The benchmark two-area system developed for study of inter-area oscillations [38] and used

to demonstrate the effect of delay in the feedback loop. The system consisting of 11 buses

Figure 4.1: The 4 machines 11 buses study system[38]

and 4 generators is shown in Fig. 4.1. The two areas are connected by a weak tie-line. In

present operating conditions a 400 MW power is getting transferred from area 1 to area 2.

Each area of the system consists of two generators and each area equipped with a LPSS at

G1 and G3 terminals to provide sufficient damping of local modes, however, as noted in [2],

such local controllers are inefficient in improving inter-area damping. The nominal system

parameters and operating point without any wide-area control are considered as it is given

in [38].
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4.1.2 Modal Analysis

The system is modeled in MATLAB-Simulink and linearized around operating point with

the linearize command. The linearized model came as 58th order. The modes of the

system are then studied. To identify swing modes, participation factors of modes have

been obtained as shown in Fig.4.2. In swing modes the states ∆ωi and ∆δi of i
th generator

should have higher participation compared to other states. In Fig.(4.2(a)), it is shown that

∆ωi and ∆δi of all machines participating to M1 mode whereas in Fig. 4.2(b), Fig. 4.2(c)

only states from one area participating at a time. So here, modesM1,M2,M3 are identified

as swing modes.
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Figure 4.2: Participation factors of the three swing modes

Next, to identify local and inter-area in modes, mode shapes are plotted as shown in

Fig.(4.3). From Fig.4.3(a), it is shown that G1 and G2 have mode shape opposite to G3

and G4, so M1 is the inter-area mode. In M1, G1 and G2 will oscillate against G3 and

G4. Also, it can observed that machine near to tie line have more activity compared to the

distant machine in their area. From mode shape of M2 as shown in Fig.4.3(b), it can be

seen that G1 oscillate against G2. Though mode shape for G3 and G4 is presented in the

Fig.4.3(b), it is not significanty visible as it is local mode of area 1. Similarly, from Fig.(
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4.3(c)), one can observed G3 is oscillating against G4. Summary of analysis is presented in

tabular manner in table 4.1.
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Figure 4.3: Mode Shapes of the swing modes

Table 4.1: Swing modes of the system without WDC

Mode Mode Shape Frequency Damping

M1 Area-1 v/s Area-2 0.6223 0.08

M2 G1 v/s G2 1.1395 0.24

M3 G3 v/s G4 1.2112 0.20
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4.1.3 Wide-Area Loop Selection

As mentioned earlier, inter-area mode are well observable in difference between the speed

deviation of two machines located in the areas associated with inter-area mode. Also, one

has to select location for the controller i.e. generator’s excitation system, which is more

effective to inter-area mode. Here a speed deviation based WDC is considered, so possible

candidates for feedback signals are ∆ω13, ∆ω14, ∆ω23, ∆ω24. Loop selection index are

calculated based on geometrical measures of controllability and observability as in [17].

The indexes are presented in tabular manner in 4.2. From 4.2, it can be concluded that

∆ω24 and G4 is suitable for input and output pair for the controller.

Table 4.2: LSI of the IO/OP signals

∆ω13 ∆ω14 ∆ω23 ∆ω24

G1 1.2654 1.1813 X X

G2 X X 1.3184 1.2182

G3 1.33 X 1.2036 X

G4 X 1.2990 X 1.4502

4.1.4 Model Order Reduction

The obtained system model is 58th order which gives rise to (i) large order of controller (ii)

large computation time while synthesis of controller. A H∞ synthesis produces controller

equal to plant’s order plus order of weighting function, which is difficult to implement for

large order. To address the problem, the model is reduced to lower order one i.e. 8th order

by Hankel Model Reduction method [20]. One can reduce the system order condition to

reduced order and original order system frequency response matches in desired frequency

range. Frequency response of original order and reduced order system is shown in Fig.4.4.

Note that, reduced order system retain the inter-area mode M1 and a local mode M3 of

the original system.

4.1.5 Controller Synthesis (Without Considering Delay)

With the reduced order model, the controller is designed. As a first case, no delay in

the wide-area loop has been considered in the design. The controller is synthesized using

H∞ with regional pole placement. The weighting function for H∞ design is considered as
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Figure 4.4: Singular value plot for full order and reduced order model

W1 = 10
s+10 , W3 = 10s

s+10 . So, S will be bounded by 1
W1

and T3 will show integral action at

high frequency due to W3. To ensure minimum damping of 0.2, a conical region is selected

as the desired LMI region. Here, to study the effect of local mode of an area, differences

between the speed deviations of the machines from the area is considered i.e. ∆ω12 to study

oscillations in area-1. Similarly to study inter-area mode ∆ω24 is considered.

The designed controller obtained as of 9th order. The controller is further reduced to

5th order by model reduction method. The frequency response of reduce order and full

order controller is shown in Fig.4.5. Now, with the WDC damping of the inter-area mode
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Figure 4.5: Bode plot of full order controller and reduced order controller

is improved from 0.08 to 0.253. The controller is validated through nonlinear simulation

in Simulink. The effectiveness of both the both full-order controller and reduced-order

controller are shown in Fig.4.6 in terms of inter-area oscillation. Without the wide-area

loop, speed deviation is taking more than 10 secs to get settled, which is undesirable
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following IEEE guidelines[27]. With the designed wide area controller, it can be seen that

inter-area oscillations are died out quickly compared to not having the wide-area loop.
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Figure 4.6: ∆ω24 plot a) Without WDC b) With WDC (full and reduced order)

0 2 4 6 8 10 12 14 16 18 20
−1.5

−1

−0.5

0

0.5

1

1.5

2x 10
−3

Time (sec)

∆ω
12

 

 

Without WDC
With WDC (Full Order)
With WDC (Reduced Order)

Figure 4.7: ∆ω12 plot a) Without WDC b) With WDC (full and reduced order)

4.1.6 Robustness Analysis

To show the robustness, different operating conditions are considered as well as disturbance

is considered in different path. Now, disturbance is added to the system from G1 as

pulse change in mechanical input for 0.2 sec of 0.05 magnitude. The speed deviations

response corresponding to disturbance is shown in Fig. 4.8,4.9, where it can been seen

that oscillations has been died out very soon with WDC compared to without WDC. The

tie-line power is shown in Fig.(4.10). Also, varying operating conditions are considered

where tie-line powers are 250 MW, 400 MW, 650 MW . The response to the disturbance

is shown in Fig.4.12,4.11,4.13.
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Figure 4.8: ∆ω24 plot a) without WDC b) With WDC
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Figure 4.9: ∆ω12 plot a) without WDC b) With WDC
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Figure 4.10: Tie-line Power plot a) without WDC b) With WDC
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Figure 4.11: ∆ω24 plot a) without WDC b) With WDC
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Figure 4.12: ∆ω12 plot a) without WDC b) With WDC
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4.1.7 Effect of Delay

To study the effect of delay, the system is simulated considering multiple delays in the

wide-area loop. Depending upon channel used, time-delay in WAMS can bee range upto

order of 100 msec. First considering a delay in synchronized feedback signal, from Fig.

4.14(a) it can be seen that with the increasing delay the damping is getting reduced and

with 50 msec system has gone unstable. Now considering the non-synchronized feedback,

delay in the remote signal only, system is simulated. The effect of delay for non-sychronous

feedback can be seen in Fig.4.15(b). For both the cases delay degrades the performance of

the system. Though delay reduces the damping significantly but still it has more delay-

margin compared to synchronized-WDC as shown in Fig. 4.15(b). The system is still stable

for time-delay of 100 msec but with poor damping. Although, system was stable robustly

for different operating conditions, it loses its stability in delay in wide-area loop.
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Figure 4.14: Responses for variable delays in synchronous feedback

4.1.8 Controller Synthesis (With Considering Delay)

A time delay of 200 ms is considered for the design. To rationalize the system, the time-

delay is modeled with 2nd order Pade approximation. The controller is synthesized with the

objective of H∞ with regional pole placement objective. With this much time-delay, the

previous controller was counter effective. To study the responses a 0.2 Sec pulse disturbance

of a magnitude of 0.05pu is given as change in voltage reference at G2 terminal. Here,



40 Case Studies

0 2 4 6 8 10 12 14 16 18 20
−1.5

−1

−0.5

0

0.5

1

1.5

2x 10
−3

Time (Sec)

∆ω
12

 

 

Wide−Area loop without delay
.02 sec delay
.05 sec delay
.1 sec delay
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Figure 4.15: Responses for variable delays in synchronous feedback

considered delay in design is Td = 100 msec, which is approximated as

Gd =
1− Td

2 +
T 2

d

4

1 + Td

2 +
T 2

d

4

.

Synchronous WDC

First considering synchronous feedback configuration, where an equal amount of delays are

introduced in both local and remote signals. The block diagram for synchronous WDC is

shown in Fig. 4.1.8. Due to time delay equal amount of phase delay has been induced in

both the signals. Response to the disturbance is shown in Fig. 4.18. It can be seen that

oscillations are being died out within 10 sec.

Figure 4.16: Control configuration for Synchronous WDC(K(s))
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Figure 4.17: ∆ω12 plot with Synchronous-WDC
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Figure 4.18: ∆ω24 plot with Synchronous-WDC

Non-Synchronous WDC

Next, in non-synchronized configuration delay is considered in the remote signal only. A

functional block diagram for non-synchronous WDC is shown in Fig.4.1.8. The response

Figure 4.19: Control configuration for Non-Synchronous WDC K(s)
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of speed deviation to the disturbance is shown in Figs. 4.20,4.21. Though for feedback

signal is not synchronized but for performance measure non-delayed synchronized speed

deviation is considered. The oscillations due slower mode i.e. inter-area mode is died out

very quickly within 4 cycles of operations, which is very impressive. The effect of WDC

to the local mode of area 1 can be seen in Fig. 4.20. The WDC marginally improves the

damping of it. From small signal analysis, it is found out that the damping of inter-area

mode has improved from 0.08 to .255 with the WDC.
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Figure 4.20: ∆ω12 plot with Non-Synchronous WDC
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Figure 4.21: ∆ω24 plot with Non-Synchronous WDC

4.1.9 Evaluation of the performances

System performances with variable delays are considered here for both the synchronous and

non-synchronous case. The controllers were designed considering 200ms time delay, so one

above i.e.500ms and one below i.e. 50ms delay are considered to evaluate the performance.
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Though system stability is robust w.r.t. time delay variation but the performances degrade.

For synchronous case, inter-area oscillation has been died out within 10 secs for all delays

as shown in Fig.4.22(b). Although the time-delays have a negligible effect on local mode of

area 1 but have a significant effect on the local mode of area 2 as shown in 4.22(a) where

thw WDC is placed. With different delays it is shown the settling time of local mode has

increased. Though delay variations have small impact to inter-area mode but significantly

effect the local modes in case of synchronous feedback.

For Non-Synchronous case, the delays in the remote signal are taken as same as the

synchronous feedback case. The system performance is well accepted for 500 ms delay

although the controller is designed for 200 ms delay as shown in Fig.4.23(b). However,

system performance is getting improved if the delay is less than 200 ms, which is reverse

in case of the synchronous controller. The variation of delays has no significant effect in

local mode also as shown in Fig. 4.23(a), instead in system performs better when delay is

less than the assumed value.
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Figure 4.22: Responses for variable delays in synchronous feedback
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Figure 4.23: Responses for variable delays in non-synchronous feedback
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4.2 Ten Machine Thirty-Nine Bus System

4.2.1 System Description

The above design objective is further implemented in another larger system shown i.e. a 10

machine system 39 bus system [36] also knows as New England Power Grid. The system

is of 10 machines and 39 buses, where G1 to G9 are equipped with static excitation and

local PSSs. G10 is a equivalent unit for the study. The system data is taken from [21]. The

generation system is modelled as 6th order, exciter as 1st order and LPSS is of 3nd order.

Figure 4.24: Single line diagram for 10 machine system

4.2.2 Modal Analysis

System is modeled in MATLAB-Simulink and linearized it around an operating point. The

linearized model came as 96th. From modal analysis it has been found the three inter-area

modes are present in the system shown in Table4.3. The mode shapes are shown in Fig.4.25.

Here M2 and M3 have low damping as M1 but have relatively larger frequency compared

to M1 so these modes will get settled in less than 10Secs. Hence designer’s prime concern

is M1 i.e. −0.2768 ± j3.9179.

4.2.3 Wide-Area Loop Selection

For wide-area loop selection as in case study I, geometric controllability and observability

is measured. As the objective is damping of M1 mode, so wide-area loop is to be selected
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Figure 4.25: Mode Shapes of the inter-area modes

Table 4.3: Low frequency modes of the system without WPSS

Mode Mode Shape Frequency Damping

M1 G10 v/s G1 −G9 0.6236 0.0705

M2 G1, G8, G9 v/s G4 −G9 1.04 0.0703

M3 G2, G3 v/s G4, G5 0.96 0.0691

which most effective to it and have less coupling to other modes. Here, ∆ω10,i, where

i = 1, 2.., 9 are suitable candidates for feedback to the controller. The observability index
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for three inter-area modes are shown in Fig.4.27. From Fig 4.27 it can be seen that ∆ω10,5

gives highest observability index butM2 M3 also has high index in the signals. So feedback

of this signal may effect the other modes. So next to best is chosen i.e. ∆ω10,4 which have

higher observability of M1 than the rest and also low observability of other modes. For

controller location, controllability index is calculated as shown in Fig.4.26. From Fig.4.26,

it can be said that G4 is suitable location to be equipped with WDC. From analysis G4 as

control input and ∆ω10,4 is considered as wide-area feedback signal to the controller.
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Figure 4.26: Controllability index for 10 machine system
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Figure 4.27: Observability index for 10 machine system

4.2.4 Model Order Reduction

The system model was of 96th order which is further reduced to 6th order with hankel model

reduction method. Reduced order model retain the M1 mode. The frequency response of

original model and reduced order system is shown in Fig.4.28, which shows nearly same



48 Case Studies

input-output behaviour in desired frequency range.
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Figure 4.28: frequency response of original system with reduced order model

4.2.5 Controller Synthesis (Without Considering Delay)

The controller is designed considering the reduced order model with H∞ control with

regional pole placement. The weighting function for H∞ design is considered as W1 =

10
s+10 ,W2 =

10s
s+10 . To ensure minimum damping of 0.2 a conical region is selected as desired

LMI region. Here, to study the effect on local mode of the area where WDC is installed,

∆ω5,4 i.e. difference between the speed deviation of 5th and 4th machine. Similarly to study

the effect of inter-area mode ∆ω10,4 is considered.

With the WDC, the closed-loop location of the inter-area mode M1 is found to be

−1.10± j3.91. From small signal analysis it has been found out that damping of the mode

is improved from 0.07 to 0.271. Also, the controller is validated in nonlinear simulation as

shown in Fig.4.2.5 and Fig.4.2.5 . A 0.2 sec pulse disturbance of 0.05 magnitude is given at

G4 terminal as a change in voltage reference. As inter-area oscillation is well observed in

between the differences of speed deviations G10 and G4, the response for the disturbance

is shown in Fig.4.2.5. Where it can be seen that the oscillations died out very quickly

compared to without wide-area controller.
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Figure 4.29: ∆ω5,4 response to the disturbance without WDC and with WDC
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Figure 4.30: ∆ω10,4 response to the disturbance without WDC and with WDC
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4.2.6 Effect of Delays

To study the effect of the delay, a set of delays are considered in the wide-area loop.

Same disturbance is given as previous section. First, considering delays in synchronous

feedback configuration, the effect can be seen in Fig.(4.2.6) . The system’s damping is

getting reduced with delays and finally getting unstable with delay greater than 500 msec.

Similarly, delays are considered in non-synchronous configuration as shown in Fig.(4.2.6).

From the Fig. (4.2.6) it can be seen that the non-synchronous configuration has more delay

margin but still damping is getting reduced with the increasing delay values. A delay in

a system add phase lag and thus makes the control action phase margin less. So, in non-

synchronous configuration delay has been observed in local signals, so during analysis it has

been observed that local mode of the area go unstable first wrt delay than the inter-area

mode.
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Figure 4.31: ∆ω10,4 plot for delays in wide-area loop for synchronous feedback
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Figure 4.32: ∆ω10,4 plot for delays in wide-area loop for non-synchronous feedback
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4.2.7 Controller Synthesis (With Considering Delay)

A delay near to 500msec reduces the performance of the controller significantly. So while

synthesis, a delay of 500msec is approximated with 2nd order Pade model as

Gd =
1− Td

2 +
T 2

d

4

1 + Td

2 +
T 2

d

4

. The controllers are synthesized with the objective of H∞ sensivity minimization and

regional pole placement. Weighting functions and pole placement region are same as of

previous design.

Synchronous-WDC

Here, synchronous feedback is considered, where both local and remote signal get synchro-

nized w.r.t. time stamped. Where an equal amount of delays are induced in both local

and remote signals. Delay is approximated as 2nd order Pade and the controller is syn-

thesized. From the small signal analysis, the closed-loop inter-area mode is found to be

−.942 ± j3.87. Hence, damping is increased from 0.07 to .236. The controller is validated

through nonlinear simulation in MATLAB-Simulink where disturbance is added through

G4 as 0.2 sec disturbance at 2 sec after in steady state. The responses are shown in Fig.4.33

and Fig.4.34.
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Figure 4.33: ∆ω5,4 plot with Synchronous WDC
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Figure 4.34: ∆ω10,4 plot with Synchronous WDC

Non-Synchronous WDC

Next, a non-synchronous feedback is considered, no operational delay is considered in sig-

nals. Where delay is considered in remote signal only i.e. ∆ω10. Similar to previous case,

a 500msec delay is considered which is approximated with Pade 2nd order model and the

controller is synthesized. From the linear analysis, the inter-area mode with WDC is found

out to be −1.03 ± j3.64. So the damping of inter-area mode is improved from 0.07 to

0.273. The controller is further validated in nonlinear simulation. A 0.2sec pulse of the

magnitude of 0.05 is given as change in voltage reference at G4 machine. The response to

the disturbance is shown in Figs.4.35,4.36.

In both the cases, inter-area oscillations getting settled quickly less than 5secs. As extra

control modes are added, system responses shows aperiodic behavior. As control modes are

well damped, so no counter measures are needed. It can been seen that non-synchronous

feedback performs better compared to synchronous feedback. This is probably due to non-

delayed feedback signals control action to the inter-area mode. But effect of non-delayed

feedback is more visible in local mode. Non-synchronous feedback improves the damping

of the local mode too. Whereas no such effect has been observed in synchronous feedback.
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Figure 4.35: ∆ω5,4 plot with Non-Synchronous WDC
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Figure 4.36: ∆ω10,4 plot with Non-Synchronous WDC
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4.2.8 Evaluation of the Performances

System performances with variable delays is considered here for both the synchronous

and non-synchronous case. The controllers were designed considering 500 ms time de-

lay, so one above i.e.300ms and one below i.e. 700 ms delay are considered to eval-

uate the performance. Responses of difference between speed deviations are shown in

Figs.(4.37(a),4.37(b),4.38(b),4.38(a)). Though for both the cases closed loop system is

stable but performance degrades.

In case of synchronous feedback, change in delays degrade the system performances even

though for less delay than designed for. For the delay less than considered delay, settling

time has increased but it stays less than 10secs and for the delay larger than 500msec a

faster mode of low magnitude has been observed in local speed deviations. The same effect

has been observed in inter-area oscillations also. For non-synchronous case, no such effect

has been observed. For delay, less than 500msec system performs better than considered

delay. For both local and inter-area oscillations system settling time is less than 10secs as

shown in Fig.(4.38(a),4.38(b)). In synchronous configuration, delay in wide-area loop have

some counter-effect to local mode of the area where WDC is installed, whereas no such

deteriorating effect has been observed in non-synchronous configuration as the delay is not

present in local signals.
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(a) ∆ω54 plot with Synchronous-WDC for vari-
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Figure 4.37: Responses for variable delays in synchronous feedback
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(a) ∆ω54 plot with Non-Synchronous WDC for
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Figure 4.38: Responses for variable delays in non-synchronous feedback
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Conclusion and Future Scope

5.1 Conclusion

In this thesis, the controller is designed for improving the dynamics of power system in terms

of damping of inter-area mode. Two case studies are taken to illustrate the concept. The

system is modeled in MATLAB and modal analysis is performed for small signal stability

study. It has been observed that inter-area mode were poorly damped with local PSS, due

to lack of observability. For efficient control action, wide-area signal loop is selected based

upon geometrical measures, also which ensure less effect to other modes. The obtained

system mathematical model is of large order, which would increased the computation time.

To avoid such problem, model order is reduced by Hankel norm method. With the reduced

order model order, the controller is synthesized. At first no-delay has been considered in

the design. The controller seems robust against different operating points and disturbances.

However, it loses stability for time-delay in wide-area loop. Which illustrated that time-

delay should be considered during design stage. Also, it has been observed that delay in non-

synchronous configuration have better delay tolerability than synchronous feedback. The

time-delay is modeled as 2nd order Pade and it has been shown that it gives a good handle

for delay. In synchronous WDC, delay effects the local mode from the area where WDC is

located significantly, but as non-synchronous WDC doesnot contain delay in local signal,

delay doesnt have any effect on local mode. It has been shown that a Non-Synchronous
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WDC works better than Synchronous-WDC. With the change in delay, with synchronous

WDC, it degrades the performance with the change in delay. In non-synchronous WDC,

no such effect has been observed, also it improves the local mode oscillations.

5.2 Future Scope

Although the present work achieved significant results in study of wide-area controller

design and effect of delays in power systems but the work doesn’t end here. One can

considered the penetration of renewable energy resources in the system and work further

with FACTS devices. Also, there is a dedicated area of ”networked control system” which

can be fused with wide-area control of power system. Also, different control strategy can

be applied and a comparison can be done. The present controller design is based upon

linear model, one can work on nonlinear model for better performance.
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